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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellow of the Acoustical Society
of America

William A. Yost appointed to new position at
Loyola University Chicago

William A. Yost

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2002
21–23 February National Hearing Conservation Association Annual

Conference, Dallas, TX@NHCA, 9101 E. Kenyon Ave.,
Ste. 3000, Denver, CO 80237; Tel.: 303-224-9022; Fax:
303-770-1812; E-mail: nhca@gwami.com; WWW:
www.hearingconservation.org/index.html#.

10–13 March Annual Meeting of American Institute for Ultrasound
in Medicine, Nashville, TN@American Institute for
Ultrasound in Medicine, 14750 Sweitzer Lane, Suite
100, Laurel, MD 20707-5906; Tel.: 301-498-4100
or 800-638-5352; Fax: 301-498-4450; E-mail:
conv_edu@aium.org; WWW: www.aium.org#.

3–7 June 143rd Meeting of the Acoustical Society of America,
Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#. Deadline for receipt
of abstracts: 1 February 2002.

2–6 December Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics,
and 9th Mexican Congress on Acoustics, Cancun,
Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#. Dead-
line for receipt of abstracts: 28 June 2002.

2003
28 April–2 May 144th Meeting of the Acoustical Society of America,

Nashville, TN @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

10–24 November 145th Meeting of the Acoustical Society of America,
Austin, TX @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2004
17–21 May 75th Anniversary Meeting~145th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#.

29 Nov.–3 Dec. 146th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

Rachel K. Clifton — For contributions
to auditory perception and sound local-
ization.

William A. Yost has been appointed
Associate Vice President for Research
and Dean of the Graduate School. Dr.
Yost was the Director of the Parmly
Hearing Institute and the Interdiscipli-
nary Neuroscience Minor at Loyola.
He is a Fellow of the Acoustical Soci-
ety of America and currently serves as
ASA Vice President-Elect.
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Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.

Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Acoustical Science and Technology „AST… has
become available ONLINE

The Acoustical Society of Japan has been publishing its official En-
glish journal since 1980, and from the beginning of this century it has been
an electronic online journal with the new titleAcoustical Science and Tech-
nology. The journal is now available online through J-STAGE~http://
ast.jstage.jst.go.jp/en/!. The Acoustical Society of Japan hopes that the easy
availability of AST will enhance the exchange of knowledge of acoustics
worldwide. You are very welcome to contribute toAcoustical Science and
Technology. ~See ASJ home page: http://wwwsoc.nii.ac.jp/asj/index-e.html!.

~This note was submitted by the Acoustical Society of Japan with the
request that it be published in this column. Ed.!

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with full contact addresses given
in parentheses.Month/yearlistings following other entries refer to meeting
announcements, with full contact addresses, which were published in previ-
ous issues of theJournal.

February 2002
21–24 *13th Interdisciplinary Phoniatrics Symposium,

Leipzig, Germany.~G. Loges, Department of ENT, Uni-
versity of Leipzig, Liebigstrasse 18a, 04103 Leipzig,
Germany; Fax: 149 341 972 1709; e-mail:
fuchsm@medizin.uni-leipzig.de!

March 2002
4–8 German Acoustical Society Meeting„DAGA 2002…,

Bochum.~Web: www.ika.ruhr-uni-bochum.de! 10/00
18–20 *Spring Meeting of the Acoustical Society of Japan,

Kanagawa, Japan.~Acoustical Society of Japan, Na-
kaura 5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, To-
kyo 101-0021, Japan; Fax:181 3 5256 1022; Web:
http://wwwsoc.nacsis.ac.jp/asj/!

25–27 * Institute of Acoustics Spring Conference, Manches-
ter, UK. ~IoA, 77A St Peter’s Street, St. Albans, Herts
AL1 3BN, UK; Fax: 144 1727 850553; Web: http://
www.ioa.org.uk!

April 2002
8–11 6th Congress of the French Acoustical Society, joint

with the Belgian Acoustical Society, Lille. ~Web:
www.isen.fr/cfa2002! 8/01

22–24 * International Meeting on Acoustic Pollution in Cit-
ies, Madrid, Spain. ~Viajes, Princesa 47-4a Planta,
28008 Madrid, Spain; Fax:134 1 559 74 11; e-mail:
dccimad8@viajeseci.es!

May 2002
27–30 Joint Meeting: Russian Acoustical Society and Con-

ference on Ocean Acoustics, Moscow. ~Fax: 17 095
124 5983; Web: rav.sio.rssi.ru/Ixconf.html! 6/01

29–1 Nonlinear Waves in Microstructured Solids „Euro-
mech 436…, Tallinn. ~Fax: 1371 645 1805; e-mail:
je@ioc.ee! 10/01

30–1 *2nd International Conference on Newborn Hearing
Screening, Diagnosis, and Intervention, Villa Erba/
Como, Italy.~D. Hayes, The Children’s Hospital, 1056

East 19th Ave. B030, Denver, CO 80218 USA; Fax:11
303 764 8220; Web: http://www.biomed.polimi.it/
nhs2002!

June 2002
4–6 6th International Symposium on Transport Noise

and Vibration , St. Petersburg.~Fax:17 812 127 9323;
e-mail: noise@mail.rcom.ru! 2/01

10–14 Acoustics in Fisheries and Aquatic Ecology, Mont-
pellier. ~Web: www.ices.dk/symposia/! 12/00

24–27 6th European Conference on Underwater Acoustics,
Gdańsk. ~Fax: 148 58 347 1535; Web:
www.ecua2002.gda.pl/! 10/01

24–28 11th Symposium of the International Society for
Acoustic Remote Sensing, Rome. ~Fax: 139 06
20660291; Web: ISARS2002.ifa.rm.cnr.it/! 10/01

July 2002
2–7 ClarinetFest 2002, Stockholm. ~e-mail:

kkoons@pegasus.cc.ucf.edu! 10/01
15–17 International Symposium on Active Control of

Sound & Vibration „Active 2002…, Southampton.
~Fax: 144 23 8059 3190; Web: http://
www.isvr.soton.ac.uk/active2002! 10/01

August 2002
19–23 16th International Symposium on Nonlinear Acous-

tics „ISNA16…, Moscow.~Fax:17 095 126 8411; Web:
acs366b.phys.msu.su/isna16/! 12/00

26–28 2nd Biot Conference on Poromechanics, Grenoble.
~Web: geo.mhg.inpg.fr/biot2001! 8/01

26–28 Joint Baltic-Nordic Acoustical Meeting 2002, Lyn-
gby. ~Fax: 145 45 88 05 77; Web: www.dat.dtu.dk!
10/01

September 2002
11–13 *10th International Meeting on Low Frequency

Noise and Vibration, York, UK. ~W. Tempest, Multi-
Science Co. Ltd., 5 Wates Way, Brentwood, Essex
CM15 9TB, UK; Fax:144 1277 223 453; Web: http://
www.lowfrequency2002.org.uk!

16–21 Forum Acusticum 2002„Joint EAA-SEA-ASJ Meet-
ing…, Sevilla. ~Fax: 134 91 411 7651; Web:
www.cica.es/aliens/forum2002! 2/00

26–28 *Autumn Meeting of the Acoustical Society of Ja-
pan, Akita, Japan.~Acoustical Society of Japan, Na-
kaura 5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, To-
kyo 101-0021, Japan; Fax:181 3 5256 1022; Web:
http://wwwsoc.nacsis.ac.jp/asj/!

November 2002
30–6 Joint Meeting: 9th Mexican Congress on Acoustics,

144th Meeting of the Acoustical Society of America,
and 3rd Iberoamerican Congress on Acoustics. Can-
cún. ~Web: asa.aip.org/cancun.html! 10/00

April 2003
7–9 WESPAC8, Melbourne, Australia. ~Web:

www.wespac8.com! 10/01
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June 2003
8–13 XVIII International Evoked Response Audiometry

Study Group Symposium, Puerto de la Cruz.~Web:
www.ierasg-2003.org! 8/01

September 2003
1–4 Eurospeech 2003, Geneva.~Web: www.symporg.ch/

eurospeech2003! 8/01

April 2004
5–9 18th International Congress on Acoustics

„ICA2004…, Kyoto. ~Web: ica2004.or.jp! 4/01
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Emerging Cognitive Abilities in Early Infancy

Francisco Lacerda, Claes von Hofsten, and Mikael
Heimann, Editors

Lawrence Erlbaum Associates, Mahwah, New Jersey, 2001.
263 pp. 264 pp. Price: $59.95 (hardcover) ($27.50 pb), ISBN:
0805826696 hc (080582670X pb).

Recently an international conference on infant cognition was held in a
remote village in Sweden. Francisco Lacerda, Claes von Hofsten, and Mi-
kael Heimann have edited a significant new volume of papers based on that
conference as a contribution to the growing body of knowledge regarding
early cognitive capabilities in humans. Overall, the book offers an extremely
useful general introduction to empirical research and reasoning in this field.
The book could be utilized effectively in graduate studies of child develop-
ment and/or developmental cognitive and neurosciences, but may be a bit
advanced for undergraduate use. The work covers a lot of ground, from
perceptual illusions, to object permanence, to brain science, to speech per-
ception, to parental input for language learning, to imitation, to concept
formation, and more.

Perhaps the volume’s strongest feature is that it introduces novel views
in the study of cognition, views that posit infant capabilities that contrast
importantly with the abilities of adults. These foundational capabilities are
presumed to account for surprising cases of infant success in cognitive ex-
periments. The new views distinguish themselves from widely publicized
alternatives positing deep-seated and general innate capabilities to account
for early infant successes in cognition experiments, and the new views also
contrast with other well-known perspectives, especially those of Piaget. The
reader is presented with a variety of positions, new and not so new, through
contrasting interpretations and styles of experimentation from the various
authors who clearly represent a gamut of opinion and direction in the study
of cognition. The most recent approaches have a strongly developmental
twist, while the more publicized innatist approaches tend to have a prefor-
mationist flavor, positing that abilities of infants must be present or largely
preformed from the beginning of life in order to account for results showing
success by infants on cognition tasks. The innatist approaches can be
thought of as begging the question of where cognitive abilities come from.
The new approaches provide at least tentative characterization for the pro-
cess of change and growth.

A notable example of the new views is provided in Yuko Munakata’s
chapter wherein she attempts to account for ‘‘task dependency’’ in certain
celebrated infant cognition experiments. She offers a reanalysis of infant
successes in so-called ‘‘object permanence’’ investigations that utilize a
violation-of-expectation model, contrasting these successes with failures at
the same age on tasks originally reported by Piaget for retrieval of hidden
objects. In the former case, for example, infants show surprise at a sort of
magical event, by gazing especially long at a spot where an object ought to
have reappeared from behind a screen after disappearance, given its prior
trajectory. In retrieval experiments, on the other hand, infants of the same
age fail to search for an object that has been hidden in a new location, B,
after having previously found the object hidden at location A; the experi-
ment reveals what has come to be known as the ‘‘A not B error.’’ In the
violation-of-expectation case, the infant seems to know that an object exists
~i.e., has permanence! even though it has disappeared, while in the retrieval

case the infant seems not to know that an object exists even though it has
been visibly hidden.

The story is complicated, but Munakata offers a theoretically rich al-
ternative to the many proposed methodological accounts of this apparent
discrepancy, accounts largely intended to preserve the generality of object
permanence as an explanatory construct. In her alternative, infants succeed
in the violation-of-expectation experiment, not because their cognitive sys-
tem commands object permanence, but because, at a young age, they pos-
sess a precursor capability by which they are able to form expectations and
make predictions about the appearance of objects given prior trajectories.
This is not quite the same as object permanence, or knowing that an object
exists during its period of disappearance. At a later age a full object perma-
nence capability should emerge, according to the reasoning, founded upon
the ability to form expectations such as those observed in the disappearing
and reappearing object experiments. Munakata says that the ‘‘principle’’ of
object permanence is not in place at the younger age but that a ‘‘process’’ of
formation of expectations is in place. The ‘‘process’’ can account for success
in the violation-of-expectation experiments, while at the same time provid-
ing no basis for success in the A-not-B task for infants of the younger age.

Davis and Lindblom similarly offer a new interpretation of early pho-
netic learning and adaptation. Contrasting both empirical results and theo-
retical considerations with Kuhl’s prototype model, the authors illustrate that
there is very substantial phonetic variation in the exemplars of speech~vow-
els, for example! presented to infants by adults, and they detail the reasons
that such variation may be inevitable. Speech occurs in widely distinct con-
texts and there are phonetic variations that are heavily conditioned by those
contexts. The unexpectedly large variation in parent speech to infants~given
predictions of the prototype idea! can only be dealt with by the infant, the
authors persuasively argue, if the infant’s approach is based on a ‘‘function’’
for vowels or other segments rather than a ‘‘point in phonetic space,’’ a
function that must be established and tuned through experience with speech
in its multifarious contexts. The infant thus can be seen to begin with a very
different set of capabilities from those of the adult. This view implies that
the ‘‘prototype’’ model needs fundamental revision to account for the much
more important role for adaptation in phonetic learning than Kuhl’s model
proposes. The theoretical sophistication and breadth of accommodation to
existing literature in the Davis and Lindblom paper appears to forecast sig-
nificant advancement of understanding in infant speech perception.

A general overall weakness of many of the papers in the volume is that
they do not sufficiently acknowledge methodological limitations in the field
of infancy. More skepticism is in order. The volume’s papers tend to report
infant experimentation results~not necessarily the interpretations, but the
empirical results themselves! as well-documented fact, when the truth is that
infant cognition experiments are extremely difficult to conduct, and that they
are subject to many problems of interpretation, experimental noise, and
potential experimenter bias, even though many precautions are routinely
taken. Often the study of infancy is a bit like doing surgery with a sledge
hammer. A lot may get done, but the precision of the outcome is question-
able. Many of the results reported in this volume are based upon procedures
that, like blunt-instrument surgery, are substantially open to question at the
level of reliability of outcomes. Much research in this field fails to be pub-
lished precisely because it fails to produce ‘‘successful’’ outcomes for infant
performance in cognition or perception tasks. This failure to publish is wor-
risome, because it implies the literature may reflect more success on the part
of infants than is veridical. The peer review process incorporates a natural
conflict of interest with respect to the issue of publication of null results, and
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cannot resolve resulting conflicts of potential interpretation in the short run.
Because there are so many variables involved in experimenting with infants,
the methodological difficulties are particularly great in comparison with
difficulties encountered in many other fields, and consequently it would
appear that ambiguity of outcomes may persist as a perennial problem, and
should be addressed more openly by the participants in the field.

The tendency to accept infant abilities as having been proven in ex-
periments of the past 20 years or so appears to be heightened by the wide-
spread ethic of the field, very much reflected in this volume, that has spurred
so many attempts to show that infants are capable of much more elaborate
actions and perceptions than was supposed in prior generations. In particu-
lar, Piaget’s model has been the object of many experiments, the goals of
which seem to have been much influenced by a wish to overthrow one or
another tenet of the Piagetian approach. Investigators pursue the illustration
that infants can imitate, perceive, and act in ways that are remarkable. Much
of the excitement of the field has seemed to center around the ‘‘gee whiz’’
characteristic of outcomes that emphasizes infants’ surprising abilities. Such
an ethic may spur the development of data, but it is of concern in the
absence of a genuine attempt to construct models of how infant capabilities
emerge. Successful models require systematic demonstrations of what is
both possible and impossible for infants, and even more precisely, what is
easy and what is difficult. This volume provides a mix of ‘‘gee whiz’’ and
serious modeling, and thus offers both useful data and hints at theoretical
solutions to age-old problems of understanding what infants know.

So, there is a great deal that is interesting in the volume. New data and
new models are being entertained, and there is reason for optimism that the
trend will continue. The first chapter, by Kirsten Condry, W. Carter Smith,
and Elizabeth Spelke, addresses perceptual organization, focusing on the
abilities of infants to understand a variety of illusory displays, and seeking
to address the general question of how infants perceive certain complex
displays at birth and what features of that capability may last through to
adulthood. Chapter 2 is the illuminating contribution by Munakata discussed
above. Chapter 3 provides a neuroscience perspective on early cognition by
Mark Johnson. Both physiological and simulated results from neural net-
work research are considered. In Chapter 4 Claes von Hofsten reviews the
exciting outcomes of research on early infant abilities to track, target, and
often catch flying objects, abilities that provide considerable insights about

both motoric/perceptual capabilities and the abstract knowledge that seems
to underlie prediction. Francisco Lacerda and Ulla Sunberg take the oppor-
tunity in Chapter 5 to illustrate empirically that there may be an important
bias in infant perceptual tendencies favoring high–low vowel contrasts, as
opposed to front–back ones. In Chapter 6, Patricia Kuhl outlines her magnet
or prototype model, and argues that parental input to children should con-
form to certain predictions of the model. Barbara Davis and Bjorn Lindblom
offer a rich commentary on the prototype theory in Chapter 7. As noted
above, both empirical and theoretical objections to the original model are
raised, and a revised model is suggested. Chapter 8, by Peter Jusczyk, gives
an expanding perspective on how speech perception results in infancy may
be reaching the point of helping us to understand key foundations of lexical
learning. There are multiple factors involved, Jusczyk argues, but he encour-
ages us not to ignore the phonetic system in our enthusiasm for syntactic and
lexical phenomena. Chapter 9 provides a view of the concept of animacy
and its apparent domain specificity in early life. Maria Legerstee offers an
elaborate review of information suggesting that animacy is not necessarily a
unified concept early in life, but is bound by context sensitive constraining
principles. Chapter 10, by Andrew Meltzoff and M. Keith Moore, provides
insights that have interesting features in common with the perspective of-
fered by Munakata. The model of ‘‘numerical identity of objects’’ that the
authors propose is founded on the notion that infant and adult capabilities
are different in type, and that the relationship between them can be charac-
terized within the proposed model. The last chapter is by Mikael Heimann,
who argues that neonatal imitation is ‘‘fuzzy’’ and subject to a variety of
kinds of possible interference. The phenomenon is subcortical in Heimann’s
interpretation, and thus fundamentally different from later imitation in child-
hood.

The volume provides a fine addition to the literature on early cogni-
tion. It can be strongly recommended to any one interested in the nature of
the development of the human mind.

D. KIMBROUGH OLLER
Professor and Chair
Department of Communication Sciences and Disorders
University of Maine
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6,224,476

43.20.Mv SHOCK-WAVE FOOD PROCESSING WITH
ACOUSTIC CONVERGING WAVE GUIDE

John B. Long and Richard A. Ayers, assignors to Hydrondyne,
Incorporated

1 May 2001„Class 452Õ141…; filed 2 July 1999

This device takes advantage of the fact that meat can be tenderized and
partially sterilized by shock waves that may be generated by, say, a chemi-
cally induced explosive charge or a capacitive discharge between two elec-
trodes, as exemplified by John Long’s prior United States Patents 5,273,766
and 5,328,403. In this new embodiment, the conduit walls are constructed of
plastic or any other material that closely matches the acoustic impedance of
water. The conduit is immersed in a water-filled tank. A shock-wave gen-
erator creates a shock wave via a capacitor discharge through electrodes.
Because of the matched acoustic impedances, the shock passes through the
conduit without substantial reflection. The shock wave tenderizes and ster-
ilizes the meat. The plasma discharges are repeated long enough so that all
of the meat passing through the conduit is treated.—DRR

6,229,761

43.30.Es ESTIMATING SHIP VELOCITY THROUGH
THE WATER AND OVER THE GROUND

Kyrill V. Korolenko et al., assignors to the United States of
America as represented by the Secretary of the Navy

8 May 2001„Class 367Õ91…; filed 17 September 1999

An onboard ship sonar system is operated to generate sonar returns.
Two returns originating from two different directions are selected. Each
return includes both volume reverberation and bottom reverberation data.
The Doppler shift in frequency for each of the two returns based on the
volume reverberation data is used for estimating ship velocity relative to the
water, while the Doppler shift based on bottom reverberation is used for
estimating velocity relative to the ground.—WT

6,229,760

43.30.Ma INTEGRATED STREAMER ACOUSTIC
POD

Loran Ambs, assignor to Western Geco
8 May 2001„Class 367Õ16…; filed 1 April 1999

Conventional marine seismic streamers consist of a tow/strength mem-
ber to which a number of acoustic pods~containing transducer elements,

electronics, and battery power supplies! have been attached. The exterior
attachment of the pods results in an assembly which is difficult to retrieve
and store as each pod must be removed from the streamer as it is withdrawn
from the water. This patent discusses an assembly where the acoustic pods
are, instead, mounted interior to and against the inner surface of a hollow
tube streamer which also houses signal and power conducting wires, thereby
eliminating the need for wet side batteries.—WT

6,215,734

43.30.Nb ELECTROHYDRAULIC PRESSURE WAVE
PROJECTORS

William M. Moeny and Niels K. Winsor, assignors to Tetra
Corporation

10 April 2001 „Class 367Õ147…; filed 5 August 1996

The patent discusses electrohydraulic projectors, particularly those uti-
lizing an electrical plasma in a liquid medium, to create acoustic pressure
and/or shock waves. Methods for efficiently coupling the electrical current
to the plasma are also discussed, as are many embodiments of the various
components of the projectors and the use of multiple projectors in various
arrays.—WT

6,222,794

43.30.Nb UNDERWATER NOISE GENERATOR
ACTUATED BY MAGNETOINDUCTIVE ÕACOUSTIC
SIGNALS

Robert Woodall and Felipe Garcia, assignors to the United States
of America as represented by the Secretary of the Navy

24 April 2001 „Class 367Õ1…; filed 17 September 1999

An underwater noise source consists of a submerged container of a
composition such as calcium carbonate that reacts with water to produce
gas. The container also houses a receiver unit that is responsive to remotely
generated acoustic or magnetoinductive signals in the extremely low
frequency- or very low frequency ranges. Reception of an appropriate signal
initiates an explosive squib that blows the lid off the container and also
penetrates a protective covering over the composition, thus allowing water
to flood in and react with the composition. The subsequent explosion of the
resulting gas bubbles produces the radiated noise.—WT
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6,226,227

43.30.Tg MANUAL SCAN IMAGING SONAR

Keith Lent and Kenneth Krueger, assignors to Board of Regents,
The University of Texas System

1 May 2001„Class 367Õ104…; filed 25 March 1998

A manual scan sonar system comprises a transducer, orientation and
motion sensors, power amplifier and preamplifier, and a microcomputer with
display unit, all of which are contained within a compact waterproof hous-
ing. The user, either a diver or someone topside, scans the sonar across an
area while the orientation and motion sensors monitor the user’s motion to
provide bearing information which is processed and stored in the microcom-
puter. The information provided by the sonar echoes is shown on the display
unit. With a single-beam sonar, it is thus possible to generate wide sector
views comparable to those of a multibeam sonar.—WT

6,192,006

43.30.Wi DEVICE FOR AND A METHOD OF
DETERMINING THE ANGLE OF INCIDENCE OF A
RECEIVED SIGNAL AND A SCANNING
SONAR

Hiroshi Iino et al., assignors to Furuno Electric Company Limited
20 February 2001„Class 367Õ121…; filed in Japan 30 January 1998

This transducer array is of general cylindrical shape, consisting of
many elements arranged in multiple layers and columns~although the ele-
ments of adjacent layers may be circumferentially displaced from one an-
other in brickwork fashion!. A horizontal scan mode of operation is realized
by forming a set of narrow horizontal beams from a phased subset of ele-
ments in each layer. A vertical scan mode is then realized by combining
these horizontally focused beam signals, from one end of the array to the
other, where the vertical angle of incidence is computed from the Doppler
frequency shift associated with the sequential switching frequency at which
these multiple horizontal beam signals are combined.—WT

6,201,764

43.30.Xm APPARATUS AND METHOD FOR
CORRECTING FOR CAPACITANCE VARIATIONS IN
HYDROPHONES

Charles Geoffrey Rice et al., assignors to InputÕOutput,
Incorporated

13 March 2001„Class 367Õ21…; filed 31 October 1997

In certain applications, the reverberation in a water column can be
canceled by combining the outputs of adjacently positioned hydrophones
and geophones. However, the low-frequency responses of these two types of
sensors are fundamentally different. Therefore, to match the responses of the
two types of sensors, the output of each hydrophone must be filtered. A
procedure is described forin situ measurement of the capacitance of each
hydrophone within an array which then allows adjustment of the frequency
response characteristics of the individual filters associated with each
hydrophone.—WT

6,208,584

43.30.Xm PLACE CALIBRATION OF SONAR
RECEIVE ARRAY

Colin W. Skinner, assignor to L-3 Communications Corporation
27 March 2001„Class 367Õ13…; filed 16 September 1999

A system and methodology are described for thein situ calibration of
each of the many hydrophones in a towed line array. Information about the
relative amplitudes and phase angles of the receiving responses as well as
the relative physical positions of the hydrophones can be computed.—WT

6,215,730

43.30.Yj SIDE-SCAN SONAR WITH SYNTHETIC
ANTENNA

Marc Pinto, assignor to Thomson Marconi Sonar S.A.S.
10 April 2001 „Class 367Õ88…; filed in France 10 December 1996

This side-scan, line-array sonar system has zeros in the transmission
directivity pattern that are associated with a pair of transducers located at
either end of the line array, and zeros of the reception directivity pattern that
are associated with the entire line array. The system is implemented such
that both sets of zeros coincide with alternate grating lobes of the directivity
pattern of the synthetic antenna that is created when that actual antenna is
towed through the water at some speed. This nulling of the grating lobes
results in an increase in the range and hence the volume search rate of the
sonar for a given speed.—WT

6,219,304

43.30.Yj DEVICE CAPABLE OF BEING SUBMERGED
AND INCLUDING AN ACOUSTIC TRANSDUCER

Jean-Pierre Mignot and Paul Dinnissen, assignors to Asulab S.A.
17 April 2001 „Class 368Õ88…; filed in Switzerland 28 August 1997

A method is described for mounting a tiny electroacoustic transducer
within a diver’s wristwatch case while maintaining waterproof integrity of
the transducer and also providing an acoustical path to the surrounding
water medium.—WT

6,221,038

43.35.Rw APPARATUS AND METHODS FOR
VIBRATORY INTRALUMINAL THERAPY
EMPLOYING MAGNETOSTRICTIVE TRANSDUCERS

Axel F. Brisken, assignor to Pharmasonics, Incorporated
24 April 2001 „Class 604Õ22…; filed 9 August 1999

The patent covers an apparatus that is essentially an energy-
transmitting catheter consisting of a catheter body with a vibrating assembly
at its distal end. The vibrating assembly includes a magnetostrictive driver
that is mechanically coupled to an interface member on the catheter for
radiating energy into the surroundings at the distal end of the catheter body.
The vibrating assembly usually also features a tail mass, an interface assem-
bly, and a spring element which together constitute a resonant assembly for
amplification of the displacement of the interface surface driven by the
magnetostrictive driver. The catheter is said to be useful for treating luminal
conditions, such as vascular clots and plaque. There is also an optional
provision for delivering a therapeutic agent through the catheter before,
during, or after application of the vibratory energy.—DRR

6,217,530

43.35.Wa ULTRASONIC APPLICATOR FOR
MEDICAL APPLICATIONS

Roy W. Martin et al., assignors to University of Washington
17 April 2001 „Class 601Õ2…; filed 14 May 1999

Solid, tapered cones are mounted onto a preferably concave, spheri-
cally curved piezoelectric ultrasound transducer, which focuses and concen-
trates the ultrasonic energy into a narrow tip so that very high levels of
therapeutic ultrasound can be delivered to the tissue in contact with the tip.
The device can be used for presurgical and surgical procedures. The patent
makes the argument that the contour of the tip provides improved ultrasonic
coupling with the living tissue and that different configurations can be used
to control the focusing of the ultrasonic signals. The materials of the cone
can be selected for their respective acoustic impedances to accommodate
passage of shear and longitudinal waves.—DRR
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6,217,519

43.35.Yb DEVICE AND METHOD FOR OBSERVING
VESSELS, SPECIALLY BLOOD VESSELS

Karl-Ernst Grund et al., assignors to DWL Elektronische Systeme
GmbH

17 April 2001 „Class 600Õ463…; filed in Germany 25 March 1997

This apparatus for viewing blood vessels in body cavities and hollow
organs consists of an ultrasonic transducer, which can be guided into a
viewing position by an endoscope. The transducer is designed to detect an
organ or fluid motion at a certain distance using a Doppler evaluation. The

Doppler output signal is converted into a visual representation of the organ
and/or fluid motion. A video output unit produces a combined overall image
showing both an endoscopy image and a representation of the organ and/or
fluid motion.—DRR

6,217,520

43.35.Yb DIAGNOSTIC MEDICAL ULTRASOUND
SYSTEM AND METHOD FOR OBJECT OF
INTEREST EXTRACTION

Anming He and Joan C. Main, assignors to Acuson Corporation
17 April 2001 „Class 600Õ467…; filed 2 December 1998

This patent concerns a methodology said to be capable of delineating
an object of interest without the necessity of manually tracing the borders of
that object. A preferred embodiment operates with a diagnostic medical
ultrasound system. The method consists of selecting a region of interest,
selecting pixels to generate a binary ultrasound image, and performing one
or more morphological operations on the image to extract the object of
interest. Once an object has been extracted, operations such as contrast
enhancement can be performed on that object.—DRR

6,160,894

43.38.Dv SPEAKER APPARATUS AND SOUND
REPRODUCTION SYSTEM EMPLOYING SAME

Jun Kishigami et al., assignors to Sony Corporation
12 December 2000„Class 381Õ111…; filed in Japan 28 May 1996

One of the first types of direct radiator loudspeakers produced com-
mercially was the induction speaker. A fixed driving coil induces currents in
a moving coil or directly in a conductive diaphragm. Induction speakers can

be designed to handle high electrical power, but tend to be quite inefficient,
especially at low frequencies. However, a multicoil, digitally driven induc-
tion speaker effectively transfers energy at a very high sampling frequency
regardless of the frequency of its acoustic output. Possible designs for such
a speaker, along with suitable driving circuitry, are disclosed in this
patent.—GLA

6,211,601

43.38.Fx MULTI-TUNED ACOUSTIC CYLINDRICAL
PROJECTOR

Robert J. Obara, assignor to the United States of America as
represented by the Secretary of the Navy

3 April 2001 „Class 310Õ317…; filed 4 March 1998

The invention is presumably intended for underwater sound genera-
tion, although the principles involved could be used in other applications. If
piezoelectric transducers must operate over a substantial frequency range
~‘‘...broadband noise acoustic countermeasures’’!, then most of the current
provided by the power amplifier is delivered to a highly reactive load. The
patent describes a more efficient system employing two or more tuned
power amplifiers, each connected to individual groups of ceramic cells.—
GLA

6,215,881

43.38.Ja CEILING TILE LOUDSPEAKER

Henry Azima et al., assignors to New Transducers Limited
10 April 2001 „Class 381Õ152…; filed in the United Kingdom 2 Sep-

tember 1995

This is the latest in a series of patents relating to ‘‘distributed mode’’
panel-type loudspeakers. The practice of using an inertia transducer to drive
a vibrating panel is at least 50 years old. Panel-type loudspeakers disguised
as lay-in ceiling tiles have been commercially available for more than 10
years. But wait ... Using an inertia transducer to drive a ceiling tile loud-
speaker apparently advances the art sufficiently to merit 11 patent claims.—
GLA

6,226,927

43.38.Ja AUTOMOBILE VEHICLE DOOR PROVIDED
WITH A MULTICOMPONENT MODULE A PART
OF WHICH FORMS AN ACOUSTIC CAVITY

Carlo Bertolini and Laurent Arquevaux, assignors to Meritor
Light Vehicle Systems, France

8 May 2001„Class 49Õ502…; filed in France 18 April 1997

A loudspeaker arrangement for an automobile vehicle door which in-
cludes a vented cavity, thus forming a ‘‘bass reflex’’ device with enhanced
low-frequency performance.—KPS
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6,219,431

43.38.Ja LOUDSPEAKER WITH IMPROVED
COOLING STRUCTURE

Lucio Proni, Weston, Florida
17 April 2001 „Class 381Õ397…; filed 29 October 1999

Speaker frame48 has a flat bottom plate50 which is spaced away
from top plate22, forming a cavity54 through which air is pumped by the
motion of the ‘‘spider’’18.—GLA

6,137,890

43.38.Ja LUMPED PARAMETER RESONATOR OF A
PIEZOELECTRIC SPEAKER

Mitchell Markow, assignor to Compaq Computer Corporation
24 October 2000„Class 381Õ330…; filed 6 May 1997

Front plate100might be the screen of a laptop computer and rear plate
102 the case in which it is housed. Either or both may be driven by one or

more piezoelectric transducers118. By controlling the resonance frequen-
cies of the two panels and the mechanical coupling between them, extended
low-frequency response can be obtained. Almost every conceivable varia-
tion is covered in the patent claims.—GLA

6,091,830

43.38.Kb TRANSMITTER STRUCTURE FOR
LIMITING THE EFFECTS OF WIND NOISE ON A
MICROPHONE

Nozomi Toki, assignor to NEC Corporation
18 July 2000„Class 381Õ359…; filed in Japan 19 July 1996

A small, simple microphone assembly includes a microphone element,
a sound hole in the microphone case, and a slit filled with acoustically
resistive material. The assembly is said to attenuate wind noise without the
need for an external shield or special electronic circuitry.—GLA

6,147,787

43.38.Kb LASER MICROPHONE

James T. Veligdan, assignor to Brookhaven Science Associates;
Brookhaven National Laboratory

14 November 2000„Class 359Õ150…; filed 12 December 1997

The invention is a practical, diaphragmless microphone intended for
general use. It includes a laser resonator, a reference cell, and a sensing cell.
Variations in air density produce sum and difference frequencies which are
automatically heterodyned and detected by the sensing cell. According to the
patent, ‘‘Improved frequency response, dynamic range, and unlimited band-
width are obtained. The objectionable popping ‘P’ sound is also
eliminated.’’—GLA

6,122,382

43.38.Vk SYSTEM FOR PROCESSING AUDIO
SURROUND SIGNAL

Toshiyuki Iida and Tomohiro Mouri, assignors to Victor Company
of Japan, Limited

19 September 2000„Class 381Õ18…; filed in Japan 11 October 1996

Most motion picture surround-sound recordings are transmitted or de-
coded as left, center, right, and surround channels. If such a recording is to
be reproduced or re-recorded in the consumer two-channel stereo format, the
required processing can range from simple panning to elaborate dynamic
matrix techniques. The patent describes a method for sending derived left
and right signals to left and right loudspeakers, plus deriving left rear and
right rear signals and generating virtual rear sound sources from the same
two loudspeakers.—GLA

6,215,879

43.38.Vk METHOD FOR INTRODUCING
HARMONICS INTO AN AUDIO STREAM FOR
IMPROVING THREE-DIMENSIONAL AUDIO
POSITIONING

Morgan James Dempsey, assignor to Philips Semiconductors,
Incorporated

10 April 2001 „Class 381Õ61…; filed 19 November 1997

The idea of synthetically restoring upper harmonics that have been
lost during the recording process is not new, but earlier patents were moslty
concerned with analog recording and reproduction. Today we are involved
with digital recording, and with using head-related transfer functions to
create virtual sound sources. Some digital recordings, particularly sampled
sounds, may have an upper-frequency cutoff as low as 5.6 kHz. The inventor
argues that localization and subjective sound quality can both be improved
by adding synthesized upper harmonic frequencies.—GLA
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6,191,515

43.40.Tm COMBINED PASSIVE MAGNETIC
BEARING ELEMENT AND VIBRATION DAMPER

Richard F. Post, assignor to The Regents of the University of
California

20 February 2001„Class 310Õ90.5…; filed 3 September 1999

This patent pertains to a bearing system that employs arrangements of
permanent magnets which act together to support a rotating element in a
state of dynamic equilibrium. A piece of highly conductive nonmagnetic
material, affixed to the nonrotating part of the bearing, serves to damp
transverse vibrations of the rotor.—EEU

6,196,721

43.40.Tm SINUSOIDAL VISCOUS INTERFACE FOR
ATTENUATION OF VIBRATION FOR BALL
AND ROLLER BEARINGS

Stephen J. Farkaly, Indianapolis, Indiana
6 March 2001 „Class 384Õ99…; filed 11 September 1998

The outer surface of the bearing race is constructed with an undulating
surface, which mates with the inner surface of a mounting ring assembly. A
viscous fluid between the mating surfaces provides damping to reduce the
bearing vibrations within the race. Hydraulic ball valve systems maintain the
predetermined fluid pressure.—EEU

6,199,801

43.40.Tm WHOLE-SPACECRAFT PASSIVE
ISOLATION DEVICES

Paul S. Wilke and Conor D. Johnson, assignors to CSA
Engineering, Incorporated

13 March 2001„Class 244Õ170…; filed 1 December 1997

A device for isolating a spacecraft from a launch vehicle must have
high strength and long fatigue life, in addition to being compact. It must
protect the spacecraft from high-frequency dynamic loads and be able to
support it under high-G quasistatic accelerations with minimal movement.
In addition, it must be completely linear, so that it can be taken into account
computationally. The device described in this patent seeks to meet these
requirements. It consists, in essence, of metal plate or beam elements that
provide the necessary strength and linearity, with layers of viscoelastic ma-
terial added to provide damping.—EEU

6,202,511

43.40.Tm VIBRATION DAMPED HAMMER

John C. Murray and David B. Scott, assignors to The Stanley
Works

20 March 2001„Class 81Õ22…; filed 14 August 1998

Some isolation of the user’s hand is achieved by use of a resilient
material for the part of the hammer that is gripped. This material surrounds
a metal element in the form of an I-beam, to which the hammer’s head is
attached. Longitudinal slots in the web of this element assist in providing
good connection of this element to the grip.—EEU

6,202,961

43.40.Tm PASSIVE, MULTI-AXIS, HIGHLY DAMPED,
SHOCK ISOLATION MOUNTS FOR
SPACECRAFT

Paul S. Wilke et al., assignors to CSA Engineering
20 March 2001„Class 244Õ158 R…; filed 21 March 2000

The isolation mount according to this patent consists, in essence, of a
metal cylindrical shell, in which there is provided an array of partial circum-
ferential slots, configured so that the remaining metal forms an array of
stacked leaf springs. The outer and/or inner surface of the cylindrical ele-
ment is covered with a layer of viscoelastic material, which is topped by a
stiff constraining layer.—EEU

6,203,454

43.40.Tm MULTI-MODE VIBRATION ABSORBING
DEVICE FOR IMPLEMENTS

Ahid D. Nashif and Gopichand Koganti, assignors to Roush
Anatrol, Incorporated

20 March 2001„Class 473Õ521…; filed 28 December 1995

This patent pertains to a dynamic absorber~tuned damper! for use on
hand-held implements, such as tennis rackets, golf clubs, and hammers. The
absorber typically is placed at a location that constitutes an antinode of
vibration in the lowest few modes of the implement. It consists, in essence,
of a mass that is supported on an element made of a viscoelastic material,
which provides both resilience and damping. The system consisting of the
mass and its support element is configured to have natural frequencies that
match the implement’s natural frequencies which are to be suppressed.—
EEU

6,196,528

43.40.Vn SPACECRAFT ANTENNA VIBRATION
CONTROL DAMPER

Emil M. Shtarkman et al., assignors to TRW, Incorporated
6 March 2001 „Class 267Õ140.14…; filed 12 May 1998

The damper described in this patent is installed in a guideline cable
that connects a point on the edge of an antenna dish to a relatively rigid
support point on the spacecraft, so that the tension in the guideline is trans-
mitted through the damper. The damper, in essence, consists of a flexible
chamber that is filled with an electro-rheological or magneto-rheological
fluid and surrounded by means for adjusting the electric or magnetic field
that acts on the fluid. Strain sensors in the guideline and/or accelerometers at
the antenna rim provide signals that are fed to a controller, which is pro-
gramed to adjust the aforementioned electric or magnetic fields. Various
embodiments include piezoelectric elements, mechanical springs, and foam
pads.—EEU

6,196,529

43.40.Vn SPACECRAFT ANTENNA VIBRATION
CONTROL DAMPER

Emil M. Shtarkman et al., assignors to TRW, Incorporated
6 March 2001 „Class 267Õ140.14…; filed 12 May 1998

The subject of this patent is the same as that of the foregoing one,
except that the damper here is configured so as to include a rod that trans-
mits the tension in the guideline. Extensional vibrations of the rod are sup-
pressed by the action of magneto-rheological or electro-rheological fluid
acting on a piston.—EEU
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6,202,492

43.40.Vn ANTI-VIBRATION APPARATUS AND
EXPOSURE APPARATUS

Tatsuya Ohsaki, assignor to Nikon Corporation
20 March 2001„Class 73Õ662…; filed in Japan 5 April 1996

This patent pertains predominantly to the control of vibrations in pre-
cision equipment, such as that used in the manufacture of microelectronics,
in which a stage is moved stepwise in a horizontal plane between brief
exposures to light or other radiation. The apparatus described here consists
of a bed that is supported on air springs and provided with mechanical
actuators. A control system that acts on the basis of signals from displace-
ment sensors adjusts the pressure in the air springs to keep the bed horizon-
tal. A second system, acting on the basis of signals derived from accelerom-
eters, controls the actuators to suppress vibrations of the bed.—EEU

6,189,650

43.50.Gf MUFFLER STRUCTURE

Kazuhiro Inuzuka et al., assignors to Futaba Industrial Company,
Limited

20 February 2001„Class 181Õ254…; filed 23 August 1999

This is another in a series of automobile mufflers having a pressure-
activated valve which creates a second flow path. A scheme is described

which aims to reduce chattering of the valve caused by exhaust gas
pulsations.—KPS

6,196,351

43.50.Gf SILENCER CARTRIDGE

Neville Julian Clokey and George Christopher Frederick Balmer,
assignors to Lancaster Glass Fibre Limited

6 March 2001 „Class 181Õ252…; filed 4 June 1999

A silencer for incorporation into an automobile muffler is described in
which an outer layer of needlemat8 encloses sound-absorbent fibrous ma-
terial 12. The exhaust pipe~not shown! fits into the hollow core4. The

interesting aspect of this design is the arrangement of the fibers, all of which
are substantially parallel to the flow direction of the exhaust. This arrange-
ment is said to yield improved longevity of the acoustical performance of
the muffler.—KPS

6,199,657

43.50.Gf MOTOR VEHICLE INTAKE MUFFLER
DUCT

Kichiji Misawa et al., assignors to Honda Giken Kogyo Kabushiki
Kaisha; Tigers Polymer Corporation

13 March 2001„Class 181Õ229…; filed in Japan 14 October 1998

An air intake muffler for an automobile engine is described which
consists of multiple flow paths and cavities. This compact device consists of
only three components, making assembly easy and cost effective.—KPS

6,199,658

43.50.Gf MULTI-FOLD SIDE-BRANCH MUFFLER

Ronald G. Huff, assignor to JB Design, Incorporated
13 March 2001„Class 181Õ265…; filed 20 January 1998

A ‘‘straight-through’’ muffler intended for use in high-performance
automobiles consists of a series of concentric cylinders forming multiple

annular passages. Radial elements serve to tune the lengths of these multiple
side-branch resonators to yield broadband sound attenuation. Various
geometrical arrangements are described and acoustical performance is
quantified.—KPS

6,202,702

43.50.GF ACOUSTIC DAMPING PIPE COVER

Yasuyuki Ohira and Mitsuo Hori, assignors to
Shishiai-Kabushikigaisha

20 March 2001„Class 138Õ149…; filed 18 February 2000

This cover is intended for installation on water pipes and the like in
buildings, in order to reduce the noise radiated from these pipes. The cover
consists of a 4- to 10-mm-thick layer of foam in contact with the pipe,
surrounded by a layer of rubber, which is topped by a layer of a dense
material with a surface density between 1.5 and 5.0 kg per square meter. The
outermost layer is covered by a sheet of a heat-contractile material, so that
the assembly is ‘‘shrink-wrapped’’ onto a pipe when heat is applied to that
sheet.—EEU
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6,209,679

43.50.Gf AIRCRAFT ENGINE ACOUSTIC LINER
AND METHOD OF MAKING SAME

William H. Hogeboom and Gerald W. Bielak, assignors to The
Boeing Company

3 April 2001 „Class 181Õ286…; filed 13 June 1996

An acoustic liner intended for use in aircraft engine nacelles is de-
scribed. It consists of metal honeycomb sandwiched between a perforated
face sheet and an impervious backing sheet. In contrast to conventional
absorptive liners, the perforate in this design has a very high percentage of
open area, yielding very low absorption. This liner configuration is alter-
nated, axially, with areas of conventional absorptive liner. The idea is that
the low-resistance liner scatters sound from low-order duct modes into
higher-order modes which are more readily absorbed by the conventional
higher-resistance liner segments. Methods to manufacture honeycomb liners
of varying depths are also described.—KPS

6,213,251

43.50.Gf SELF-TUNING EXHAUST MUFFLER

Stephen H. Kesselring, Dothan, Alabama
10 April 2001 „Class 181Õ249…; filed 24 September 1997

Exhaust gases from an internal combustion engine flow into inner pipe
24. This pipe has a multitude of louvres which allows flow into the outer
cavity formed by24 and30. The gases exit from these concentric cavities at

32 and 34. The exit at annulus34 contains a perforated disk and various
geometric arrangements are described. The idea behind this design seems to
be that high-frequency sound is attenuated in the outer cavity34 and low-
frequency sound by the inner one32.—KPS

6,220,387

43.50.Gf EXHAUST MUFFLER

Matthew S. Hoppeset al., all of Phoenix, Arizona
24 April 2001 „Class 181Õ259…; filed 21 October 1999

Exhaust gases enter the tapered inner tube28 at 76. The inner tube is
surrounded by an outer tube40 and the two are in fluid communication via
elliptical holes66. The exhaust flow through the inner tube induces the

entrainment of ambient air which enters at59. The mixed flow exhaust exits
at 54. This mixing of hot exhaust gases with cool, ambient air is said to
achieve effective noise attenuation.—KPS

6,205,765

43.50.Ki APPARATUS AND METHOD FOR ACTIVE
CONTROL OF OSCILLATIONS IN GAS
TURBINE COMBUSTORS

Robert J. Iasillo et al., assignors to General Electric Company
27 March 2001„Class 60Õ39.06…; filed 6 October 1999

A method to control pressure oscillations in an industrial gas turbine
combustor consists of a combination of passive~United States Patent
5,211,004! and active techniques. The active control system consists of a
pressure transducer in the combustion chamber which provides a feedback
control signal to the fuel system, rather than to actuators in the combustion
chamber itself. The control signal is analyzed and control is achieved by
modulation of the fuel flow.—KPS

6,195,608

43.50.Lj ACOUSTIC HIGHWAY MONITOR

Edward Fredrick Berliner et al., assignors to Lucent Technologies,
Incorporated

27 February 2001„Class 701Õ118…; filed 28 May 1993

A method for detecting the presence of vehicles on a roadway is de-
scribed. An elevated microphone array is pointed at a region of the roadway
and signal processing is used to sense the presence of a vehicle’s acoustic
emissions in the 3–8-kHz frequency range. This approach has advantages
over the conventional detection method which requires an induction loop
being buried within the road.—KPS

6,215,732

43.58.Dj EXPENDABLE DEVICE FOR
MEASUREMENT OF SOUND VELOCITY PROFILE

David M. Nugent, assignor to the United States of America as
represented by the Secretary of the Navy

10 April 2001 „Class 367Õ134…; filed 17 September 1999

The system comprises an acoustic receiver mounted, for example, on a
submarine and a source mounted on an expendable vehicle that moves
throughout the water surrounding the submarine. Synchronized clocks are
associated with both the source and the receiver. At predetermined times and
transmitting locations, an acoustic signal is radiated from source to receiver.
The sound velocity is computed from the measured propagation time and
predetermined separation distance. A sound velocity profile is determined by
using multiple transmitting locations.—WT

6,226,598

43.58.Dj METHOD OF MEASURING THE
PROPAGATION TIME OF A SOUND SIGNAL IN A
FLUID BY MEANS OF A ZERO-CROSSING
OF SAID SOUND SIGNAL

Robert De Vanssay and Je´rôme Juillard, assignors to
Schlumberger Industries, S.A.

1 May 2001„Class 702Õ48…; filed in France 7 June 1996

This invention relates to a method of measuring the propagation time,
and hence the speed of sound, between two transducers with a known sepa-
ration distance by using a procedure for accurately determining the first
zero-crossing time of the received signal.—WT
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6,208,585

43.58.Vb ACOUSTIC LWD TOOL HAVING
RECEIVER CALIBRATION CAPABILITIES

James W. Stroud, assignor to Halliburton Energy Services,
Incorporated

27 March 2001„Class 367Õ26…; filed 26 June 1998

When drilling oil wells it is current practice to periodically check the
qualities of the cement bonding to the bore by making an acoustic log. Such
a test involves moving a transmitter and receiver through the length of the
well bore. A novel feature of this invention, as compared with prior art, is a
method of dynamically testing and calibrating the receiver unit during actual
operation. ‘‘Periodically, during normal logging service, the tool processor
collects calibration data and sends the calibration data to the surface
computer.’’—GLA

6,236,025

43.60.Bf ACOUSTIC SENSING SYSTEM FOR BOIL-
STATE DETECTION AND METHOD FOR
DETERMINING BOIL STATE

Ertugrul Berkcan et al., assignors to General Electric Company
22 May 2001„Class 219Õ497…; filed 19 March 1999

When water or another liquid is heated, it goes through a presimmer
stage, characterized by a calm liquid, a simmer onset phase in which
bubbles begin to appear, then a simmer phase characterized by bubbles
appearing in jets, and finally a boil phase in which the bubbling of the liquid
becomes more generalized, resulting in greater turbulence. The formation
and collapse of bubbles during these phases generate an acoustic signature
that changes with the size and number of bubbles, the rates of their forma-
tion and collapse, and the temperature gradients in the liquid. The acoustic
response is also affected by the type of liquid undergoing the boiling pro-
cess, type of cooking vessel, and the ingredients in the liquid. According to
this patent, a cooking range is equipped with an acoustic sensing system for
determining the boil state of the contents of a cooking utensil placed upon
the cooking surface. The acoustic sensing system is designed to detect
acoustic emissions in frequency ranges that are characteristic of boiling
water or other liquids in a variety of cooking utensils. The sensing system
can be interfaced with the cooktop control system, which provides for moni-
toring of the heating elements.—DRR

6,157,592

43.60.Dh ACOUSTIC POSITION DETERMINATION
METHOD AND APPARATUS

J. Stanley Kriz and Patrick K. Garner, assignors to Resolution
Displays, Incorporated

5 December 2000„Class 367Õ127…; filed 6 July 1998

In a virtual reality environment is is necessary to accurately and con-
tinuously locate the user, who may be moving fairly rapidly. Previously
known methods utilize sonar techniques with at least three sequentially
scanned transmitters and recievers. A number of trade-offs must be ad-
dressed which involve line of sight limitations, transit time, and susceptibil-
ity to external noise interference. This patent describes a method whereby
receivers can quickly identify individual transmitters without signal de-
modulation. The invention is clearly described and will be of interest to
anyone involved in the field.—GLA

6,226,605

43.60.Dh DIGITAL VOICE PROCESSING
APPARATUS PROVIDING FREQUENCY
CHARACTERISTIC PROCESSING AND ÕOR TIME
SCALE EXPANSION

Yoshito Nejime et al., assignors to Hitachi, Limited
1 May 2001„Class 704Õ207…; filed in Japan 23 August 1991

The proclaimed goal of the device is to assuage hearing function dif-
ficulties due to aging effects, partial sensorineural deafness, etc. The patent
covers a digital acoustic signal-processing apparatus that can be applied in
digital hearing aids and in ‘‘appliances with sound output’’~e.g., television
receivers, telephone sets, etc.!. The apparatus consists of an acoustic signal
memory, a filter, and a speech rate changer to reproduce the voice at lower

speed. In the example of a digital hearing aid, after the voice is stored in the
memory and the time scale is expanded, the filtered speech signal~custom-
ized according to the user’s hearing curve! is presented to the user at low
speed. Also, a control system allows the user to repeat the voice playback.—
DRR

6,230,130

43.60.Dh SCALABLE MIXING FOR SPEECH
STREAMING

Paulo M. Castello da Costa et al., assignors to U.S. Philips
Corporation

8 May 2001„Class 704Õ258…; filed 18 May 1998

The patent describes a method and a system for processing audio sig-
nals, mixing concurrent streams of audio data. Mixing of speech streams is
required at a receiver when multiple speech streams must be played out
through a single audio device. Mixing of speech streams may be desired at
an intermediate point in the transmission path~e.g., a server in a client/
server architecture! when multiple speech streams are to be combined into a
single stream for retransmission. According to this method, a subset of
frames is selected from among the concurrent frames. The selected frames
are decoded, mixed using optional stream-specific gains, and relayed to a
receiver or set of receivers.—DRR

6,236,889

43.60.Dh METHOD AND APPARATUS FOR
ACCOUSTICALLY COUPLING IMPLANTABLE
MEDICAL DEVICE TELEMETRY DATA TO
A TELEPHONIC CONNECTION

Orhan Soykan et al., assignors to Medtronic, Incorporated
22 May 2001„Class 607Õ30…; filed 22 January 1999

The patent covers an apparatus and method for transmitting acoustic
telemetry data produced by an implantable medical device over a commu-
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nication channel. The system includes a signal generator, a modulator, and
an acoustic transmitter, each of which is provided in the implantable medical
device. The modulator modulates a carrier signal with information acquired
or produced by the implantable medical device. The modulated signal has a
frequency range that is readily communicated through a public exchange
channel, such as a conventional telephone system. The acoustic signal may
contain digital telephonic tones, each having a frequency and format that
conforms to one or more telephony standards. A number of different modu-
lation techniques may be employed, including phase modulation, amplitude
modulation, or frequency modulation. Examples of medical devices that
may incorporate telephony circuitry of the present device include pacemak-
ers, pacemaker/cardioverter/defibrillator~PCD! combinations, oxygen sen-
sors, implantable hemodynamic monitor, and muscle- or nerve stimulation
devices.—DRR

6,219,424

43.60.Qv ELECTRONIC STEREOPHONIC
AMPLIFIER

Edward John Murphy, assignor to Hunter Area Health Service
17 April 2001 „Class 381Õ67…; filed in Australia 4 May 1998

This device, essentially an amplified, stereo stethoscope, consists of
two diaphragm-type sound accumulator chambers. A microphone is located
in each chamber and is connected to an amplification stage. The amplified
audio output signals may be sent to headphones, signal processors, or loud-
speakers. The device is intended to provide a sense of directionality and
spatiality that is lacking in current ‘‘monaural’’ stethoscopes.—DRR

6,199,036

43.72.Ar TONE DETECTION USING PITCH PERIOD

Masoud Ahmadi, assignor to Nortel Networks Limited
6 March 2001 „Class 704Õ207…; filed 25 August 1999

Electronic speech communications systems typically use a variety of
single and dual sinusoidal tones imposed upon the speech signal for trans-
mitting various signal conditions. Such tones can be garbled by speech-
processing algorithms, particularly echo cancellers, to the point that they fail
to serve their original signaling purpose. This system detects such tones by
running an autocorrelator in parallel with the normal speech-coding process.
A peak detector applied to the autocorrelation output detects peaks which

identify any tones present. Ideally, the peak detector will have access to a
reference catalog of possible tones, making the tone identification faster and
more accurate.—DLR

6,199,037

43.72.Ar JOINT QUANTIZATION OF SPEECH
SUBFRAME VOICING METRICS AND
FUNDAMENTAL FREQUENCIES

John C. Hardwick, assignor to Digital Voice Systems,
Incorporated

6 March 2001 „Class 704Õ208…; filed 4 December 1997

This speech compression system computes subframe values for both
voicing and pitch parameters based on the previous frame values and dif-
ferences between predicted and current subframe values. The basic coding
model is the multiband excitation technique, in which individual frequency
bands are assigned independent voicing and pitch values. For this model, it
is important to minimize the number of bits used to code voicing and pitch
information. Once the subframe residuals have been computed, then voicing
and pitch values for the past and current frames are used to determine the
most compact quantizations of these values for the current frame.—DLR

6,202,075

43.72.Ar SECOND ORDER LMS TAP UPDATE
ALGORITHM WITH HIGH TRACKING CAPABILITY

Kameran Azadet, assignor to Lucent Technologies, Incorporated
13 March 2001„Class 708Õ322…; filed 7 December 1998

This device seems to be a hardware implementation of a well-known
public domain adaptive filter algorithm. The finite impulse response~FIR!
input signal is sent to a bank of adaptor circuits as well as to the filter input.
Each adaptor circuit consists of a correlation multiplier, a loop filter, and an
integrator, all connected in series. Each such circuit feeds the corresponding
FIR filter tap, adjusting it so as to maintain a minimum value for the differ-
ence between the filter output and a reference signal.—DLR

6,205,422

43.72.Ar MORPHOLOGICAL PURE SPEECH
DETECTION USING VALLEY PERCENTAGE

Chuang Gu et al., assignors to Microsoft Corporation
20 March 2001„Class 704Õ233…; filed 30 November 1998

This speech-presence detector is primarily based on a feature known as
the valley percentage~VP!. The VP measure consists of the ratio of energy
minimum to energy maximum within a narrow time window. The window is
then advanced by one sample and a new ratio is computed. The resulting

SOUNDINGS

2827J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Reviews of Acoustical Patents



ratio sequence is compared to a threshold, resulting in a sample-by-sample
peakiness measure. This is smoothed by so-called morphological filters,
which seem to function somewhat like median filters, but are also based on
maximum and minimum sample values within a sliding window. The
method is said to achieve accurate speech-start- and speech-ending
epochs.—DLR

6,205,424

43.72.Fx TWO-STAGED COHORT SELECTION FOR
SPEAKER VERIFICATION SYSTEM

William D. Goldenthal and Brian S. Eberman, assignors to
Compaq Computer Corporation

20 March 2001„Class 704Õ247…; filed 31 July 1996

This speaker verification system uses two sets of precomputed coeffi-
cients to rate whether a given unknown speaker is who the person claimed to
be. An initial training set consists of some minimum number of speakers.
For this speaker set, ‘‘self-comparison’’ scores and all possible ‘‘cohort-
comparison’’ scores are computed. When an unconfirmed speaker uses the
system, a self-score is computed and cohort scores are computed for each
registered user. The new self- and cohort scores are compared with the
training scores to determine the identity of the test speaker.—DLR

6,195,640

43.72.Ja AUDIO READER

John Martin Mullaly and Winslow Scott Burleson, assignors to
International Business Machines Corporation

27 February 2001„Class 704Õ260…; filed 29 January 1999

The device described here combines a text-to-speech synthesizer sys-
tem with an eye-gaze tracker, used to locate the phrases or sentences to be
spoken and triggering the audio output spoken from that written material.
This allows the user to skip around through a body of text displayed on a
computer screen.—DLR

6,202,048

43.72.Ja PHONEMIC UNIT DICTIONARY BASED ON
SHIFTED PORTIONS OF SOURCE CODEBOOK
VECTORS, FOR TEXT-TO-SPEECH SYNTHESIS

Katsumi Tsuchiya et al., assignors to Kabushiki Kaisha Toshiba
13 March 2001„Class 704Õ260…; filed in Japan 30 January 1998

This speech synthesizer is based on a linear prediction~LP! codebook,
such as used in an LP vocoder. The phonetic sequence to be synthesized is
converted by dictionary look-up into a sequence of LP spectral and excita-
tion codes, represented in the form of codebook entries. A gain value is
produced for each code segment based on the desired prosodic structure. An
additional shift parameter provides a wider choice of excitation signals. The
code sequence is then processed by a typical vocoder synthesis filter to
produce the speech output signal.—DLR

6,202,049

43.72.Ja IDENTIFICATION OF UNIT OVERLAP
REGIONS FOR CONCATENATIVE SPEECH
SYNTHESIS SYSTEM

Nicholas Kibre and Steve Pearson, assignors to Matsushita
Electric Industrial Company, Limited

13 March 2001„Class 704Õ267…; filed 9 March 1999

Concatenative speech synthesis consists of a sequence of selected pho-
netic units of some specific coded type joined together either as waveform
segments or, more typically, in some coded form which is then passed
through a corresponding decoder. In this system, multiple training examples

of each vowel are analyzed to produce Markov models which separately
represent the nucleus and transition portions of the vowel. A method known
as embedded reestimation is then used to compute optimal boundaries for
the vowel portions. Such boundary markers are used to join particular coded
speech segments from the original speech database to produce the synthetic
output.—DLR

6,205,420

43.72.Ja METHOD AND DEVICE FOR INSTANTLY
CHANGING THE SPEED OF A SPEECH

Tohru Takagi et al., assignors to Nippon Hoso Kyokai
20 March 2001„Class 704Õ211…; filed in Japan 19 March 1997

This patent makes the argument that a person with hearing difficulties
can sometimes understand speech better when it is spoken more slowly. In
order to provide that capability for a person wearing a hearing aid, this
device records live speech input, such as from the hearing aid pickup, and
replays the material at a lower speech rate. Incoming speech material is
analyzed by autocorrelation, zero crossings, power level, and pitch detec-
tion, and classified as voiced, voiceless, or silence. The input is then seg-
mented into blocks for storage in memory, with the block length dependent
on the classification. Voiced material is ideally stored in pitch–period–
length blocks. During playback, blocks can be skipped or repeated accord-
ing to the current rate setting.—DLR

6,201,960

43.72.Kb SPEECH QUALITY MEASUREMENT
BASED ON RADIO LINK PARAMETERS
AND OBJECTIVE MEASUREMENT OF RECEIVED
SPEECH SIGNALS

Tor Bjö rn Minde et al., assignors to Telefonaktiebolaget LM
Ericsson „publ…

13 March 2001„Class 455Õ424…; filed 24 June 1997

This patent describes a method of combining various objective and
statistical measures of the quality of speech transmitted by a telecommuni-
cations system in order to better approximate a true perceptual evaluation of
the received quality. Such a communication system may involve various
speech coding systems, coding rates, and packet protocols, each contributing
to the overall quality. The patented method considers measures such as bit
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error rate, frame error rate, received level, and handover statistics. In addi-
tion, an evaluation is performed using an existing measure, such as the
perceptual speech quality measure, as specified by ITU standards. The vari-
ous measures are combined, either by linear weighting or by neural network,
to derive a final speech quality measure.—DLR

6,202,046

43.72.Kb BACKGROUND NOISE ÕSPEECH
CLASSIFICATION METHOD

Masahiro Oshikiri et al., assignors to Kabushiki Kaisha Toshiba
13 March 2001„Class 704Õ233…; filed in Japan 23 January 1997

This speech frame classifier makes a three-way decision of voiced,
unvoiced, or nonspeech for use by subsequent processing stages. The speech
frame classification is based on a frame power measurement and a line
spectral pairs analysis which includes a pitch period analysis. Estimates of

these measures based on the previous frame, especially the pitch period, are
compared to the current values. Fluctuations of both power and spectral
content indicate nonspeech. Otherwise, pitch continuity provides a voicing
indication.—DLR

6,202,050

43.72.Kb WITHOUT LOSING WORDS OF
VOICE ACTIVATE TRANSMITTING DEVICE
FOR TWO-WAY RADIO

Stephen Chen, assignor to E. Lead Electronic Company, Limited
13 March 2001„Class 704Õ275…; filed 16 February 1999

This voice-activated, two-way radio device includes a digital memory
unit used to introduce a delay in the transmitted signal when a voice acti-
vation event is detected. During nontransmit periods, the microphone signal
is stored in a continuous loop manner in the memory and is also processed
by the voice detector circuit. When a voice start event is detected, the mi-
crophone signal continues to be stored while previous memory contents are
retrieved for transmission. The memory thus acts as a delay line inserted
between the microphone and the transmitter.—DLR

6,195,638

43.72.Ne PATTERN RECOGNITION SYSTEM

Gabriel Ilan and Jacob Goldberger, assignors to Art-Advanced
Recognition Technologies, Incorporated

27 February 2001„Class 704Õ241…; filed in Israel 30 March 1995

The patent describes in detail how to compute a constrained dynamic
time-warping solution in which the traced path must, at all times, remain
within a bounded region enclosing the diagonal line from start to finish. The
method has been described thoroughly in speech recognition literature from
the 1970s.—DLR

6,195,639

43.72.Ne MATCHING ALGORITHM FOR ISOLATED
SPEECH RECOGNITION

Alberto Jimenez Feltström and Jim Rasmusson, assignors to
Telefonaktiebolaget LM Ericsson„publ…

27 February 2001„Class 704Õ252…; filed 14 May 1999

As speech recognition designers struggle to put complete systems on a
single chip, old speaker-dependent algorithms, which were deemed primi-
tive in the 1980s as speaker-independent systems flourished, are now seeing
something of a comeback, often with new optimizations. This system mini-
mizes memory accesses for stored reference patterns, doing as much as
possible with each retrieved pattern before going on to the next.—DLR

6,199,041

43.72.Ne SYSTEM AND METHOD FOR SAMPLING
RATE TRANSFORMATION IN SPEECH
RECOGNITION

Fu-Hua Liu and Michael A. Picheny, assignors to International
Business Machines Corporation

6 March 2001 „Class 704Õ231…; filed 20 November 1998

The sample rate referred to in the title of this patent seems to relate to
the frequency structure of the cepstral vectors and is only indirectly related
to the sample rate used for analog to digital conversion of the speech signal.
It is of course true that a change in the frequency basis of the mel-scale filter
structure would affect the usefulness of existing reference data and could, as
a result, require full retraining. It is this the patented method seeks to avoid.
The method involves forward- and reverse discrete cosine transforms ap-
plied to the existing cepstral data in order to make those data conform to a
new mel-scale frequency structure.—DLR

6,199,043

43.72.Ne CONVERSATION MANAGEMENT IN
SPEECH RECOGNITION INTERFACES

Alan J. Happ, assignor to International Business Machines
Corporation

6 March 2001 „Class 704Õ272…; filed 24 June 1997

This patent addresses some of the many problems involved in setting
up a computer system to conduct an interview with a human participant. Just
a few of those problems are the lack of facial cues or voice nuances from the
computerized interviewer and the uncooperative nature of the recognition
system due to misunderstandings, vocabulary limitations, and disregard for
interruptions. The described approach uses multiple video displays in addi-
tion to the synthetic speech output to increase the amount of system infor-
mation available to the human participant. A recorded human actor reading
prepared phrases is shown on one channel, while a synthetically generated
figure synchronized with the synthetic output speech is shown on the second
channel.—DLR

6,202,047

43.72.Ne METHOD AND APPARATUS FOR SPEECH
RECOGNITION USING SECOND ORDER
STATISTICS AND LINEAR ESTIMATION OF
CEPSTRAL COEFFICIENTS

Yariv Ephraim and Mazin G. Rahim, assignors to AT&T
Corporation

13 March 2001„Class 704Õ256…; filed 30 March 1998

Various methods have been used in the past to adapt a hidden Markov
model parameter set collected in noisy conditions for use in a recognition
system under quiet conditions. This patent offers a new method for that
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adaptation based on the second-order properties of the cepstral data. In one
version, cepstral features are processed using a fixed, signal-independent
diagonal matrix as the Markov covariance matrix. In another version, a new
cepstral vector is generated from an explicit linear least-mean-square error
estimate of the noisy speech signal. The patent includes a fairly detailed
mathematical treatment of the described techniques.—DLR

6,205,425

43.72.Ne SYSTEM AND METHOD FOR SPEECH
RECOGNITION BY AERODYNAMICS AND
ACOUSTICS

Kit-Fun Ho, Shatin, Hong Kong Special Administrative Region of
the People’s Republic of China

20 March 2001„Class 704Õ251…; filed 22 September 1989

This speech recognition system is said to be able to achieve superior
levels of accuracy by means of sensing oral air-flow patterns as well as

sampling the audio speech signal. An additional factor is the relative isola-
tion of the speaker due to the helmet which contains the microphone and
air-flow sensors.—DLR

6,195,641

43.72.Ne NETWORK UNIVERSAL SPOKEN
LANGUAGE VOCABULARY

Keith Loring and Paratosh Patel, assignors to International
Business Machines Corporation

27 February 2001„Class 704Õ275…; filed 27 March 1998

This multiuser speech recognition system maintains vocabulary lists
both in the individual user stations and in the central server. Each client
station has the ability to create new vocabulary items from user input if the
needed item is not available either at the client station or from the server.

New vocabulary items generated by any client user are transmitted back to
the server, where they can be used as needed by any other client.—DLR

6,208,965

43.72.Pf METHOD AND APPARATUS FOR
PERFORMING A NAME ACQUISITION BASED ON
SPEECH RECOGNITION

Deborah W. Brown et al., assignors to AT&T Corporation
27 March 2001„Class 704Õ246…; filed 20 November 1997

This patent describes a method for recognizing a user’s ID, such as a
name, an account number, or a password. This is done by matching the input
ID with comparison IDs that are generated from the user’s input ID. Rather
than a prestored set of references IDs, the system requires that the user

provide the input ID according to specific rules. The system then generates
several comparison IDs and prompts the user to provide another ID in a
different form. A confusion matrix70 provides a high degree of accuracy in
finding a match.—HHN

6,234,975

43.80.Qf NONINVASIVE METHOD OF PHYSIOLOGIC
VIBRATION QUANTIFICATION

Kenneth J. McLeod et al., assignors to Research Foundation of
the State University of New York

22 May 2001„Class 600Õ552…; filed 5 August 1997

The patent describes a method of detecting the onset of osteoporosis,
which entails measuring the vibrational response of the musculoskeletal
system. Risk of bone fracture due to osteoporosis stems from three factors:
muscle strength, bone mass, and postural stability. These three risk factors
can be noninvasively determined by quantifying physiological vibration us-
ing a low-mass accelerometer placed at an appropriate muscle. Presence of
vibrations below 5 Hz indicates postural instability. In addition, a specific
frequency component~25–50 Hz! represents the contribution of fast-
oxidative fibers, which correlates well to the bone mineral density of
humans.—DRR
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Transverse, normal modes of vibration of a cantilever
Timoshenko beam with a mass elastically mounted
at the free end (L)

C. A. Rossita) and P. A. A. Lauraa),b)

Department of Engineering, Universidad Nacional del Sur, 8000-Bahı´a Blanca, Argentina

~Received 25 September 2000; accepted for publication 12 September 2001!

An exact solution for the title problem is obtained by means of the classical eigenfunction approach.
The natural frequencies are computed for a wide range of the intervening mechanical and geometric
parameters. Normal modes of transverse vibration are plotted for some cases of practical interest.
The problem is technically important in several areas of applied science and technology. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1416908#

PACS numbers: 43.40.At@PJR#

I. INTRODUCTION

The problem of transverse vibrations of structural ele-
ments~beams and plates! carrying masses rigidly attached to
the support structure is of great technological importance in
several fields of engineering: from civil engineering situa-
tions to mechanical, naval and aerospace systems passing
through electronic packages which operate under severe dy-
namic excitations. Several studies are available on the sub-
ject matter.1–3

When shear and rotatory inertia effects are taken into
account the problem is considerably more complex and the
number of investigations published in the open literature is
considerably more scarce.4 The situation is even more criti-
cal if the mass is elastically attached to the structural
element.5

The present investigation deals with the determination of
natural frequencies and normal modes of transverse vibration
of the system shown in Fig. 1.

II. ANALYTICAL SOLUTION

When the system vibrates in one of its normal modes
one expresses the transverse displacement,v(x,t), and the
angle of rotation due to flexurec(x,t) in the following man-
ner:

v~x,t !5V~x!eivt, ~1!

c~x,t !5c~x!eivt, ~2!

wherev is the natural, circular frequency.
The solution of the system of differential equations of

the Timoshenko beam is well known and may be expressed
in the form4

V~x!5C1 sinax1C2 cosax1C3 sinhbx

1C4 coshbx, ~3!

Lc~x!52C1S d

aL D cosax1C2S d

aL D sinax

1C3S «

bL D coshbx1C4S «

bL D sinhbx, ~4!

where

a5A~H1AH224F !/2, ~5a!

b5A~2H1AH224F !/2, ~5b!

d5V2hl2a2L2, ~6a!

«5V2hl1b2L2, ~6b!

H5 @~11l!V2h#/L2 , ~7a!

F5 @V2~V2h2l21!#/L4 , ~7b!

l5@ 2~11y!#/k , ~8a!

h5 r 2/L2 5 I /A0L2 , ~8b!

V25v2L4 ~rA0/EI ! , ~8c!

wherek is the shear factor.

a!Research scientist, CONICET.
b!Electronic mail: ima@criba.edu.ar FIG. 1. Structural system under study.
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The governing boundary conditions are

dc/dxux5050, ~9!

EA/l @c~0!2udV/dxux50#5Fs , ~10!

V~L !50, ~11!

c~L !50, ~12!

whereFs is the force transmitted to the beam through the
spring defined by its constantK.

Referring to Fig. 2 one determinesF in the following

fashion.5 Let z1 be the displacement of the massM and z2

the one corresponding to the other end of the spring. Accord-
ingly one has

M ~d2z1/dt2! 5K~z22z1!. ~13!

Defining

FIG. 2. Analysis of the discrete system attached to the beam tip.

FIG. 3. Model shapes forr/L50.01.

TABLE I. Values of frequency coefficients of the system shown in Fig. 1 for
r /L50.01.

K1 m V1 V2 V3 V4 V5 V6

¯ 0 ¯ 3.512 65 21.8889 60.7409 117.516 191.18

0.1 0.2 0.695 153 3.571 3 21.898 60.7442 117.518 191.181
0.5 0.439 825 3.569 91 21.898 60.7442 117.518 191.181
1 0.311 043 3.569 46 21.898 60.7442 117.518 191.181
2 0.219 939 3.569 24 21.898 60.7442 117.518 191.181
3 0.179 611 3.569 16 21.898 60.7442 117.518 191.181

1 0.2 1.851 65 4.220 86 21.9808 60.7733 117.532 191.19
0.5 1.205 22 4.101 43 21.9803 60.7732 117.532 191.19
1 0.859 305 4.067 65 21.9801 60.7732 117.532 191.19
2 0.610 001 4.0518 21.9800 60.7732 117.532 191.19
3 0.498 694 4.046 66 21.9800 60.7732 117.532 191.19

10 0.2 2.528 59 9.3003 22.936 61.0723 117.681 191.279
0.5 1.882 73 7.922 33 22.8719 61.0696 117.681 191.279
1 1.418 75 7.440 48 22.8521 61.0687 117.681 191.279
2 1.037 39 7.198 43 22.8425 61.0683 117.681 191.279
3 0.856 732 7.117 89 22.8393 61.0681 117.681 191.279

` 0.2 2.610 88 18.1103 52.8401 105.477 175.167 260.561
0.5 2.015 08 16.8160 51.0214 103.425 172.997 258.340
1 1.556 44 16.1700 50.2317 102.596 172.156 257.502
2 1.157 60 15.7838 49.7918 102.149 171.710 257.062
3 0.962 328 15.6438 49.6377 101.995 171.558 256.912
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z5z22z1 ~14!

and replacing in~13! one obtains

M ~d2z2/dt2! 5Kz1M ~d2z/dt2! , ~15!

and since

z25W~0!eivt, ~16!

substituting in~15! results in

M ~d2z/dt2! 1Kz52v2MW~0!eivt. ~17!

whose particular solutions is

z5@v2MW~0!/v2M2K# eivt. ~18!

Accordingly,

Fs5Kz5 @v2MW~0!/v2M /K21# eivt. ~19!

Substituting~3! and ~4! in the governing boundary condi-
tions and applying the nontriviality requirement to the result-
ing homogeneous system of equations,

U 0
d

L2 0
«

L2

2S d

aL
1aL D 2

V2mhl

12V2m/K1
S «

bL
2bL D 2

V2mhl

12V2m/K1

sinaL cosaL sinhbL coshbL

2
d

aL
cosaL

d

aL
sinaL

«

bL
coshbL

«

bL
sinhbL

U50,

~20!

wherem5M /rA0L andK15K/(EI/L3).

III. NUMERICAL RESULTS

The numerical determinations have been performed
making Poisson’s ratio~n! equal to 0.3 and the shear factor
~k! equal to5

6.

FIG. 4. Model shapes forr/L50.05.

TABLE II. Values of frequency coefficients of the system shown in Fig. 1
for r /L50.05.

K1 m V1 V2 V3 V4 V5 V6

¯ 0 ¯ 3.435 27 19.1036 46.6031 78.9022 113.750

0.1 0.2 0.694 873 3.493 78 19.1124 46.6062 78.9037 113.751
0.5 0.439 659 3.492 33 19.1124 46.6062 78.9037 113.751
1 0.310 927 3.491 86 19.1124 46.6062 78.9037 113.751
2 0.219 873 3.491 63 19.1124 46.6062 78.9037 113.751
3 0.179 53 3.491 55 19.1124 46.6062 78.9037 113.751

1 0.2 1.841 62 4.147 18 19.1927 46.6337 78.9174 113.759
0.5 1.200 78 4.022 87 19.192 46.6337 78.9174 113.759
1 0.856 542 3.987 88 19.1917 46.6337 78.9174 113.759
2 0.608 171 3.971 48 19.1916 46.6337 78.9174 113.759
3 0.497 234 3.966 17 19.1916 46.6337 78.9174 113.759

10 0.2 2.490 03 9.140 84 20.1613 46.9218 79.0568 113.84
0.5 1.8601 7.772 75 20.0759 46.9174 79.0561 113.839
1 1.403 97 7.291 43 20.0501 46.9159 79.0558 113.839
2 1.027 52 7.0492 20.0377 46.9152 79.0557 113.839
3 0.848 861 6.968 55 20.0336 46.9149 79.0557 113.839

` 0.2 2.567 34 16.1768 41.6733 72.9088 107.23 143.104
0.5 1.986 35 15.1074 40.3738 71.6557 106.056 142.035
1 1.536 36 14.5623 39.7905 71.1294 105.58 141.608
2 1.143 65 14.2331 39.4607 70.8408 105.323 141.379
3 0.951 041 14.1131 39.3444 70.7405 105.234 141.300
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The frequency coefficients have been tabulated as a
function of K15K/(EI/L3) andm5M /rA0L.

Table I depicts values ofV i for r /L50.01 which corre-
sponds to a rather thin beam. The case ofr /L50 is obvi-
ously the Bernoulli–Euler situation and has been treated ex-
tensively in a previous publication.6

The first line of Table I corresponds to the vibrating bare
beam ~no spring–mass attached to the structural element!.
The values ofV i corresponding toK150.1, 1, 10 and̀
~rigidly attached! are depicted in the rest of the table form
50.2, 0.5, 1, 2, and 3. The lowest frequency determined for
K150.1, 1, and 10 is the frequency of the sprung system
modified by the presence of the continuous structural ele-
ment.

Table II shows values ofV i for a stiff beam (r /L
50.05) and determined for the same values ofK1 and m
which have been previously considered. As it was to be ex-
pected the frequencies corresponding to the spring–mass
system experience minor change when compared with those
obtained forr /L50.01.

Figures 3 and 4 depict the lower modal shapes of the
system forr /L50.01 and 0.05, respectively.

One observes that for very small values ofK1 the beam
exhibits, for both values ofr /L, very small displacement
amplitudes in correspondence with the first mode. On the

other hand, the discrete system exhibits rather large vibration
amplitudes.
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Acoustical design of Benaroya Hall, Seattle (L)
Cyril M. Harris
Department of Electrical Engineering and the Graduate School of Architecture, Columbia University,
New York, New York 10027

~Received 13 December 1999; revised 10 September 2001; accepted 11 September 2001!

Benaroya Hall in Seattle, Washington, was inaugurated on September 12, 1998. This 2500-seat
concert hall has a rectangular plan, follows the traditional ‘‘shoebox’’ form, and has a volume of
680 000 ft3 ~19 244 m3!. To obtain excellent diffusion over a wide frequency range requires surface
irregularities of different sizes and shapes; to obtain excellent diffusion at very low frequencies
requires scattering surfaces of very large dimensions. These considerations were essential to the
acoustical design of Benaroya Hall. The two principal reasons for providing a high degree of
diffusion across the frequency range were~1! to increase the uniformity of the distribution of sound
throughout the concert hall, and~2! to smooth out significant variations in the rate of growth and the
rate of decay in the hall. The values of reverberation time, at all measured frequencies, for fully
occupied Benaroya Hall are within 0.1 sec of the corresponding values in the
Grossermusikvereinssaal in Vienna. Noise is inaudible throughout the auditorium, having a
measured value of between NC-10 and NC-15 with air conditioning systems in operation. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1416199#

PACS numbers: 43.55.Fw, 43.55.Gx@JDQ#

I. INTRODUCTION

Benaroya Hall in Seattle, Washington, was inaugurated
with a performance by the Seattle Symphony Orchestra on
12 September 1998 under the baton of its Music Director,
Gerard Schwarz. This concert hall has a rectangular plan,
illustrated in Fig. 1, that follows the traditional ‘‘shoebox’’
form of many concert halls of acoustical excellence. The
design objective was to emulate the acoustical characteristics
of the Grossermusikvereinssaal in Vienna, often cited as hav-
ing the best acoustical properties in the world. Reviews of
concerts at Benaroya Hall have been excellent. For example,
the chief music critic ofThe New York Times, in his review
on 15 September, 1998, had this to say: ‘‘The place is a
world-class establishment, a significant success. The Seattle
Symphony is going to have to work hard to keep up with
it.’’ 1

The hall’s seating capacity is 2500: 1544 seats at orches-
tra level, 286 in the first tier, 286 in the second tier, and 384
in the third tier. As illustrated in Fig. 2, the side tiers of each
balcony level are comprised of boxes that run along the side
walls of the hall; boxes are also at the front of the rear-wall
balconies. In the design of a concert hall, it is important that
the space under each balcony have a depth which is rela-
tively shallow and have an opening which is relatively high;
these conditions promote the flow of sound from the audito-
rium into the space under the balcony. Ideally, for a concert
hall, the depth of the balcony should not exceed the height of
the opening—a condition that is met at Benaroya Hall.

The width of rectangular concert halls differs consider-
ably, some excellent ones being relatively narrow, others
wider. @For example, the Concertgebouw in Amsterdam, of-
ten ranked among the three best halls in the world in terms of
acoustical quality, has a width of 91 ft~27.7 m!.# At Ben-
aroya Hall, the width of the hall itself varies because of its
highly irregularly shaped side walls; the average width at

orchestra level is 85 ft~25.9 m! and the minimum width
between faces of opposite balconies is 65 ft~19.8 m!. The
distance from the stage to the rear wall is 114 ft~34.8 m!,
taken along the center line. The ceiling height is approxi-
mately 60 ft~18.3 m! above the auditorium floor. The floor is
finished with 3

4-in. ~1.9 cm! oak strips, laid over a plywood
subflooring of the same thickness that is supported by wood
joists with an air space between the joists. The volume of
Benaroya Hall is 680 000 ft3 ~19 244 m3!.

II. SOUND DIFFUSION

In traditional concert halls, the diffusion of sound
throughout the hall primarily results from the scattering of
sound from the hall’s interior irregular surfaces, such as pi-
lasters, niches, coffers, statues, balcony faces, and other sur-
face ornamentation. Such irregularities and objects are espe-
cially effective in scattering sound when their dimensions are
roughly between about a half-wavelength and the wave-
length of the incident sound.2,3 Therefore, to obtain excellent
diffusion over a wide frequency range, the irregularities must
be of different sizes and shapes. Excellent diffusion at very
low frequencies requires scattering surfaces of very large di-
mensions. In general, such sizes are practical only when the
diffusers become part of the overall architectural design of
the concert hall. Fortunately, at Benaroya Hall the acoustical
design and the basic architectural design went hand-in-hand
as a result of an unusually close collaboration between the
architect and the author.

The basic design of the hall included walls having ir-
regularly shaped, engaged polyhedral columns as part of the
wall treatment; one such column, in the first bay of the au-
ditorium adjacent to the proscenium, is illustrated in Fig. 3.
The bases of these columnar diffusers are as large as 16 ft
~4.9 m! wide on the side walls and 24 ft~7.3 m! wide on the
rear wall; they extend from the orchestra floor to the ceiling
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and narrow with increasing height. On their surfaces are su-
perposed smaller-scale flat-surface irregularities to provide
additional scattering of sound in the middle-frequency range.
The columnar diffusers project outward and irregularly from
the walls into the concert hall by about 12 in.~0.3 m! to
about 24 in.~0.6 m!, depending on their location. The audi-
torium walls, including the columnar diffusers, are clad with
an assemblage of 2500 wood panels 3/4 in.-~1.9 cm!-thick
that are fastened to wood battens fixed to the cast-concrete
wall structure. To ensure that the panels would fit tightly
together when assembled, they were precision cut with a
computer-controlled milling machine.

The ceiling is deeply coffered and has a plaster thickness
of 11

2 in. ~3.8 cm!. It provides greater diffusion than coffered
ceilings in earlier traditional rectangular halls, such as Sym-
phony Hall in Boston, because an inverted, nonsymmetrical,
four-sided plaster-on-metal-lath polyhedron was placed
within each coffer. Each polyhedron projects downward into
the auditorium about 14 in.~0.35 m! below its base.

The balcony faces are finished with 3/4-in.~1.9 cm!-

thick plaster-on-metal-lath rhomboidal diffusers that vary in
size; their geometry also varies with their position along the
face of each side box and along the face of each rear balcony.
These diffusers are horizontal in orientation, in contrast to
the huge diffusers on the side walls where the orientation is
primarily vertical.

The two principal reasons for providing such a high de-
gree of diffusion across the entire frequency range were:~1!
to increase the uniformity of the distribution of sound
throughout the concert hall; and~2! to smooth out variations
in the rate of growth and rate of decay in the hall.4 The
uniformity of sound distribution in Benaroya Hall has been
noted by many listeners; for example, the music critic of the
Seattle Post-Intelligencer, had this to say: ‘‘One of the most
remarkable aspects of Benaroya Hall is the evenness of
sound throughout the hall. Two private concerts were given
so symphony officials could hear music with an audience. I
attended one and sat in five locations: two on the main floor
and three above, including a side box and the very top of the
house. Sound was extraordinarily consistent in every place.

FIG. 1. Plan of Benaroya Hall showing the seating at
orchestra and balcony levels.

FIG. 2. View of side wall of Benaroya
Hall from the center line of the hall.
~Courtesy of Jeff Neumann/Seattlel
Times.!
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Always there was presence, clarity and responsiveness. Few
halls can make that claim.’’5

III. REVERBERATION TIME

The measured values of reverberation time for fully oc-
cupied Benaroya Hall, given in Table I, are within 0.1 s of
the values for the Grosssermusikvereinssaal at all measured
frequencies. Both of these concert halls have reverberation
times very close to those in fully occupied Orchestra Hall in
Minneapolis, also a shoebox concert hall of quite different
wall and ceiling construction. The reverberation times in all
three halls are longer than the values in fully occupied Bos-
ton Symphony Hall. Like all traditional concert halls, Ben-
aroya Hall has no provision for varying the hall’s reverbera-
tion characteristics, either by electronic or mechanical
means.

Reverberation times were measured in unoccupied Ben-
aroya Hall using a cannon and blank 10-gauge shotgun shells
as the sound source whose decay was measured. For the fully
occupied hall, the values of reverberation time were deter-
mined from the magnetic tape recordings made during actual

performances of the orchestra playing a fortissimo at the end
of a movement in which the fortissimo was followed by
silence. These tape recordings were made from a microphone
placed at ear level in both the orchestra level and first tier
level, and also above the heads of those seated at orchestra
level. The decay rate~and hence the reverberation time! was
determined from the slope of high-speed level recordings of
these decays.

IV. STAGE ENCLOSURE

The stage enclosure, illustrated in Fig. 3, has irregular
side walls, a sloped ceiling, and an organ fac¸ade at the rear of
the stage. Its lower side walls are finished with wood diffus-
ers having a shape suggestive of the engaged columns on the
side walls of the auditorium. The upper parts of these side
walls are comprised of plaster-on-metal-lath polyhedrons.
The sloped plaster ceiling above the stage is coffered; each
coffer contains an inverted polyhedron similar to those in the
coffers on the auditorium ceiling. The stage floor is3

4-in. ~1.9
cm! tongue-and-groove oak boards, laid on a subflooring of
plywood that rests on wood sleepers isolated from the con-
crete stage foundation by elastomeric pads. The surface of
the stage floor is 42 in.~1.1 m! above the adjacent audito-
rium floor.

V. ORGAN

The organ, whose pipes form the fac¸ade of the rear wall
of the stage, was designed and built by C. B. Fisk, Inc. of
Gloucester, Massachusetts. It has three manual keyboards of

FIG. 3. Illustration of the stage, show-
ing the coffers in the auditorium ceil-
ing; an inverted polyhedron is set
within each coffer to promote diffu-
sion of sound within the hall. The or-
gan façade is at the rear of the stage.
To the left of the stage, in the first bay
adjacent to the proscenium on stage
right, is one of the series of huge en-
gaged polyhedral columns along the
walls. ~CourtesyW. G. Hook Architec-
tural Drawings.!

TABLE I. A comparison between reverberation times in Benaroya Hall
when unoccupied with the hall when it is fully occupied~with the orchestra
on stage!.

Frequency, in Hz

125 250 500 1000 2000 4000

Unoccupied 2.29 2.24 2.23 2.17 2.12 1.93
Fully occupied 2.20 2.10 2.04 1.90 1.87 1.67
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61 notes each, 83 stops, a pedal keyboard of 32 notes, and a
total of 4485 pipes. Each key is mechanically linked to a
valve controlling the supply of wind to a pipe. At the rear of
the stage, the organ fac¸ade, with massive wood pipes, acts as
a significant acoustical scattering surface.

VI. BACKGROUND NOISE

Noise from the air-conditioning system~as well as noise
from any ancillary mechanical systems within the building!
is inaudible throughout the auditorium and stage, having a
measured value of between NC-10 and NC-15 with all sys-
tems in operation. With the HVAC system turned off, the
typical noise level in the hall is somewhat lower. The prin-
cipal external noise source~resulting from the occasional
passage of railway cars through a railroad tunnel that runs
diagonally below the site! is reduced well below the thresh-
old of audibility and is sufficiently low in level to permit the
hall to be used for high-quality digital recording. This was
made possible primarily by the following measures: a box-
within-a-box construction, in which the concert hall~the ‘‘in-
ner box’’! is structurally isolated from, and independent of,
the surrounding ancillary facilities~the ‘‘outer box’’!; a mas-
sive layer of concrete, 6.5 ft~2 m! thick, above the railway
tunnel, which acts as the first stage in the vibration isolation
system; and 310 huge rubber pads that serve as vibration
isolators which support a concrete slab on which the concert
hall rests.
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In order to maintain a steady voice fundamental frequency (F0), it is assumed that people compare
their auditory feedback pitch with an internal~memory! or external~acoustic! referent. In the
present study we examined whether the internal referent is fixed or variable by comparing voiceF0

responses to incorrect auditory feedback in two timing conditions. In one condition, the incorrect
pitch was introduced during vocalization~ON condition!. In the second, the incorrect auditory
feedback pitch was presented before vocal onset and then removed during vocalization~OFF
condition!. These conditions were examined with pitch-shift stimuli of625, 100, and 200 cents.
There were no differences in response latency or magnitude between the two timing conditions,
indicating that for a sustained-pitch vocalization task, the internal referent is not fixed. Several
alternative types of referencing are discussed, which include use of a pitch relative to that which
existed at the onset of vocalization~a sample and hold strategy! and pitch velocity referencing.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1417527#

PACS numbers: 43.70.Aj@AL #

I. INTRODUCTION

One issue of concern in the study of voice fundamental
frequency (F0) control is how people maintain a steady
voice F0 level. Trained singers can hold their voiceF0 at a
desired level in a steady manner, or they can deliberately
modulate it around a desired level, such as in vibrato~Sun-
dberg, 1987!. It is also well known that auditory feedback is
important for the accurate control of voiceF0 ~Elliott and
Niemoeller, 1970; Elman, 1981; Jones and Munhall, 2000;
Ternström et al., 1988! and that pitch memory is important in
enabling singers to sing a specific note~Takeuchi and Hulse,
1993!. We have proposed a model of voiceF0 control in
which perceived pitch of auditory feedback is compared ei-
ther with an internal referent~e.g., memory! or an external
referent~e.g., piano note! ~Hain et al., 2000!. A related issue
is whether an internal referent is fixed or variable. It is well
known that some people have ‘‘perfect’’ or absolute pitch,
implying a fixed reference, while others are unable to reli-
ably produce an accurate pitch without an external reference.

In the present study, we utilized the pitch-shifting para-
digm in nontrained singers to determine whether the internal
voiceF0 reference for comparison with auditory feedback is
fixed or variable. VoiceF0 responses to altered voice pitch
feedback were studied under two timing conditions. In the
onset condition~ON!, the pitch-shift stimulus was unexpect-

edly turned on shortly after the start of vocalization. In the
offset condition~OFF!, the pitch-shift processor was turned
on prior to the initiation of vocalization and then unexpect-
edly turned off during vocalization. Thus under the OFF con-
dition, the feedback pitch was returned to normal for the
remainder of the vocalization. It was hypothesized that if the
internal referent is fixed, subjects would respond to the onset
of the pitch-shift stimulus~ON! but not the offset~OFF con-
dition!. The reason they would not respond in the OFF con-
dition is because according to thefixed referent hypothesis,
they would recognize the feedback as not being their own
voice, and hence it would be irrelevant to their own produc-
tion. However, if the internal referent is variable, subjects
would respond to both conditions; any sudden change in
voice pitch feedback would be recognized as an error, and
the audio-vocal system would attempt to negate it. To test
whether or not any effect depended on the magnitude of the
pitch-shift stimulus or direction of pitch-shift modulation, six
different stimulus magnitudes were employed across both
timing conditions.

II. METHODS

A. Subjects

Thirty-three undergraduate students~26 females, 7
males, ages 18–22 years! served as subjects. All subjects
passed a hearing screening at 20 dB HL~500–8 kHz!, none
reported any neurological or speech abnormalities, and none
was trained as a professional singer or claimed to have per-
fect pitch.

a!Electronic mail: clarson@northwestern.edu
b!Laryngeal and speech section, NINDS, Bldg. 10, Rm 5D38, Bethesda, MD

20892-1416
c!Department of Communication Sciences and Disorders, University of
Texas, Austin, Texas 78712
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B. Apparatus and procedures

The subjects’ voices were transduced with an AKG
boom-set microphone, amplified with a Mackie Mixer
~model 1202!, processed through an Eventide Ultraharmo-
nizer~model H3000 SE! for pitch-shifting, mixed with 70 dB
SPL pink masking noise and fed back over AKG earphones
~model K 270 H/C!. Subjects vocalized a vowel~ah! at a
habitual pitch and at an intensity of 70 dB SPL, aided by
observing a Dorrough Loudness Monitor, resulting in voice
feedback loudness of about 80 dB SPL at the headphones.
Subjects sat in a sound-treated room and were instructed to
vocalize for 5 s, pause for a breath and repeat. They were
instructed to hold voice pitch as steady as possible and to
ignore any auditory feedback variations. At a random time
~500–2500 ms! after vocalization onset, the pitch of the
feedback signal was altered by a preset amount. Thirty con-
secutive vocalizations were recorded during each experimen-
tal block. During each block, 15 upward and 15 downward
~pseudorandomly mixed! pitch shifts were presented.~For a
more detailed description of the methodology see Burnett
et al., 1998; Hainet al., 2001; Larsonet al., 2000.!

In this study two timing, three magnitude, and two
stimulus direction experimental conditions were compared
across six blocks of trials. In the ON timing condition, the
pitch-shift stimulus~PSS! was presented during the vocaliza-
tion. In the OFF timing condition, the pitch-shift stimulus
was turned on before vocal onset and then removed during
the vocalization. Thus, in the OFF condition, when subjects
began vocalizing, they heard their voice pitch already
shifted, and when it was removed, they heard their normal,
unperturbed pitch feedback. Three pitch-shift stimulus mag-
nitudes ~25, 100, or 200 cents! (100 cents5one semitone)
and two pitch-shift stimulus directions~upward and down-
ward! were examined in addition to the timing conditions.
The change in pitch feedback that occurred during the vocal-
ization was maintained for the duration of the vocalization.
Sixteen subjects were tested with PSS of625 cents~13 fe-
males, 3 males!, while the other 17 subjects were tested with
6100 and6200 cent PSS~13 females, 4 males!.

During the experiment, the voice signal, the feedback
signal, and a TTL pulse~indicating time of change in the
feedback signal! were digitized at 2 kHz on a laboratory
computer. In offline analysis, a software algorithm was used
to generate signals where voltage is proportional to theF0 of
the subject’s voice~F0 analog! and the feedback signals.
These signals were then time aligned to the TTL pulse for
each subject for each experimental condition and event-
related averages were computed. From these averaged sig-
nals, the preshift meanF0 was calculated. In the period fol-
lowing the pitch shift, a response was measured whenever
the voltage of the averagedF0 signal differed by more than
two standard deviations from the preshift mean. Only devia-
tions beginning at least 60 ms after onset of the pitch-shift
stimulus and lasting for at least 60 ms were considered valid.
Latency and amplitude measures from the averaged re-
sponses~hereafter, ‘‘responses’’ refers to averaged responses!
were recorded~Burnett et al., 1998; Hainet al., 2000; Lar-
sonet al., 2000!.

Responses following the change in pitch feedback were

tested with a modified 33(232) repeated measures facto-
rial MANOVA. Response latency and response magnitude
were the dependent variable measurements. The within sub-
jects ~repeated! factors weretiming and stimulusdirection
conditions, each with two levels. The between-subjects fac-
tor of PSSmagnitudewas modified to fit three levels, al-
though it was derived from two separate subject groups. The
first group (N516) was tested only on PSS magnitude of 25
cents, while the second group (N517) was tested on both
PSS magnitudes of 100 and 200 cents. Differences were con-
sidered significant forp values less than 0.01. Significance of
incidence of compensating versus ‘‘following’’ responses
was done with a chi-square test.

III. RESULTS

A total of 200 averaged responses were measured out of
a total of 200 possible responses. For the 16 subjects receiv-
ing PSS of625 cents, there were a total of 64 responses
(1 magnitude32 direction32 timing conditions). For the 17
subjects receiving PSS of6100 and6200 cents, there were
136 responses~2 magnitude32 direction32 timing condi-
tions!. These totals translate to 100 ON and 100 OFF re-
sponses. Therefore responses were observed for all subjects
under each experimental condition.

Representative data from one subject in Fig. 1 show
traces representing voiceF0 and feedback pitch for the ON
and OFF conditions. The left half of Fig. 1 illustrates a sub-
ject’s responses to upward and downward pitch-shift stimuli
for the ON condition. Before the onset of the PSS~vertical
dashed line!, the voiceF0 and feedback pitch are identical.
After the onset of the PSS, there is a discrepancy~error! of
25 cents between the voiceF0 and the feedback pitch
~shaded area! that is maintained throughout the remainder of
the vocalization. A gradual change in voiceF0 ~dark line! is
apparent, which after about 500 ms, results in the voiceF0

reaching an asymptote and the feedback pitch~light line!
approaching the baseline level that existed prior to the stimu-
lus onset. The right-hand side of Fig. 1 shows responses to
upward and downward pitch stimuli in the OFF condition. In

FIG. 1. Averaged response traces from a single subject illustrating typical
behavior to 25-cent pitch-shift stimulus. In each set, the heavy line is voice
F0 and the light line is feedback pitch. The vertical dashed line indicates
onset of pitch-shift stimulus~left! and offset of pitch shift stimulus~right!.
The top row shows responses to upward pitch-shifts, while the bottom row
displays downward pitch shifts. Shaded areas represent error between feed-
back pitch and outputF0 .
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this case there is a discrepancy between feedback pitch and
voiceF0 at the onset of vocalization~shaded area!. When the
stimulus is turned off~vertical dashed line!, the feedback
pitch ~light line! matches that of voiceF0 ~dark line!. Sub-
jects respond with a gradual change inF0 , which after ap-
proximately 500 ms, results in the feedback signal approach-
ing the level that existed prior to the pitch shift. In both the
ON and OFF conditions and regardless of pitch-shift direc-
tion, subjects respond to the change during vocalization such
that the feedback pitch approaches the level that existed be-
fore the pitch shift was presented~compensatory response!.
It should be noted that at the end of the record, the feedback
pitch does not always match the level that existed prior to the
pitch-shift stimulus in either the ON or OFF condition.

There were no significant differences in response latency
or magnitude as a function of the ON and OFF conditions
~Wilk’s Lambda 0.91,d f52, 46, p50.12!. Therefore sub-
jects responded equally to ON and OFF timing conditions.
The mean latency of the ON responses was 155 ms~SD 128!
and that of the OFF responses was 170 ms~SD 109!. The
mean magnitude of the ON responses was 42~SD 36! and
the OFF responses was 33~SD 30! cents. There was a main
effect for the pitch-shift magnitude~Wilk’s Lambda 0.432,
d f54, 92, p,0.001!. Post hoc Sheffe´ testing revealed that
the latencies for the 25-cent pitch-shift stimuli~mean 246,
SD 156 ms! were significantly longer than that for the 100
cent~mean 117, SD 60 ms! and 200 cent stimuli~mean 130,
SD 80 ms!. Although not significant, the response magni-
tudes for the 25-cent pitch-shift stimuli~mean 26, SD 8.4!
were less than the 100-cent~mean 48, SD 39! and the 200-
cent~mean 39, SD 39! pitch-shift stimuli. Furthermore, there
were nonsignificant differences in latency and magnitude
measures as a function of pitch-shift direction~up or down!,
as well as nonsignificant interactions.

One hundred eighty four responses were identified as
compensatory and 16 as ‘‘following’’ responses. Of these 16
‘‘following’’ responses 12 were elicited from downward
stimuli, 11 from OFF stimuli, and 8 from DOWN-OFF ex-
perimental conditions. Chi-square comparisons of opposing
versus ‘‘following’’ prevalence failed to reach significance
(p.0.05). However, compensating responses were statisti-
cally larger in magnitude~39.7 cents! compared with ‘‘fol-
lowing’’ responses~16.7 cents! ~F57.1, d f51, p,0.005!.

IV. DISCUSSION

Results of this study show that regardless of whether a
pitch-shift stimulus is presented before or after vocalization
onset, subjects respond equivalently. In both the ON and
OFF conditions, a pitch-shift stimulus elicits a ‘‘compensa-
tory’’ F0 response that brings the feedback signal back to-
ward the level~approximately! that existed before the stimu-
lus. Thus, the comparison between auditory feedback and
voiceF0 is not fixed, but is variable. If the comparison were
fixed, then the vocalist would know that the altered feedback
pitch in the OFF condition was not normal, and would not
respond to the change when it was turned off during vocal-
ization. Use of a variable, or relative reference implies one of
several different strategies that will be discussed in the fol-
lowing.

The simplest possible organization of a system that
maintains a steadyF0 is to compare the auditory feedback
signal with a referent. We call this schemeabsolute F0 ref-
erencing. The referent might be external such as a piano
note, or internal such as an efference copy of motor output,
proprioceptive memory or a memory of a pitch~Sundberg,
1987!. External references are intrinsically fixed, and an eco-
nomical control design might also use fixed~absolute! inter-
nal references. However, in the present study, no differences
in response magnitude or latency were observed as a func-
tion of the ON and OFF conditions and indicates that a rela-
tive F0 reference strategy is used, at least in most subjects,
for stabilization where there is no external reference avail-
able.

There are two potential relative~variable! referencing
organizations that are consistent with our observations. First,
subjects may be using changes in auditory feedback velocity
to compensate for and null changes inF0 ~termedvelocity
control!, rather than keepingF0 set to a fixed internal refer-
ence. Velocity control could also stabilize a glissando by
comparing intended and perceivedF0 velocity. An alterna-
tive to velocity control is a ‘‘sample and hold’’ strategy
based on using a memory of initial perception ofF0 as a
reference. Disparities between perceivedF0 and memory
would invoke a corrective response similar to those observed
in this experiment. However sample/hold would likely result
in a longer latency compared to the velocity control strategy
as it requires first storage of an auditory input followed by a
comparison with the referent. In addition, sample/hold could
not stabilize a glissando because there is no stable referent,
but it might be more accurate than velocity control for sta-
bilizing a steady-stateF0 .

These several types of feedback referencing are not mu-
tually exclusive and might all be used simultaneously. Cer-
tainly, some degree of absoluteF0 referencing is necessary
for accurate tracking of an external reference. Individuals
that have reliable internal absoluteF0 references~i.e., ‘‘ab-
solute or perfect pitch’’! might select absolute internalF0

referencing, velocity control, or sample/hold. Those without
absolute pitch might use either velocity control or sample/
hold relative referencing. Weightings for these control strat-
egies that vary with behavioral goals, individual abilities,
and the availability of references from the environment
would likely be the most effective strategy.

These data also indicate that the mechanism fordetect-
ing the error is the same regardless of the magnitude of the
F0 disparity ~25–200 cents!. That is, subjects produce a
compensatory response to both the ON and OFF stimuli for
each stimulus magnitude. However, the ability of the system
to correct for errors depends on the stimulus magnitude. In
this and previous studies~Burnettet al., 1998!, it was shown
that response magnitude rarely exceeded 50 cents even in the
presence of stimulus magnitudes of 100 and 200 cents. This
limitation in response magnitude may be present to prevent
this reflexive low-level stabilization mechanism from inter-
fering with or destabilizing higher level, more sophisticated
tracking mechanisms, possibly usingF0 position references.

Analysis of numbers of ‘‘compensatory’’ and ‘‘follow-
ing’’ responses show there was no significant difference in
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the number of ‘‘following’’ responses with the ON or OFF
stimuli, which further demonstrates that subjects did not try
to match the feedback signal. Had there been more ‘‘follow-
ing’’ responses with the OFF stimuli, it would have sug-
gested that subjects treated it as an external reference. We
have previously postulated that ‘‘compensatory’’ responses
are made by comparing the feedback signal with an internal
referent, and ‘‘following’’ responses made by comparison
with an external referent~i.e., the feedback signal itself or
musical accompaniment! ~Burnett et al., 1998; Hainet al.,
2000!. Hence these conditions do not appear to influence
whether a person would use an internal versus an external
reference.
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The use of piezoelectric transducer arrays has opened up the possibility of electronic steering and
focusing of acoustic beams to track kidney stones. However, owing to the limited pressure delivered
by each transducer~typically 10 bar!, the number of transducers needed to reach an amplitude at the
focus on the order of 1000 bars is typically of some hundreds of elements. We present here a new
solution based on 1-bit time reversal in a solid waveguide to obtain, with a small number of
transducers, a very high amplitude pulse in tissues located in front of the waveguide. The idea is to
take advantage of the temporal dispersion in the waveguide to create, after time reversal, a
temporally recompressed pulse with a stronger amplitude. The aim of this work is threefold: first, we
experimentally demonstrate 1-bit time reversal between a point source in water and several
transducers fastened to one section of a finite-length cylindrical waveguide. Second, we numerically
and experimentally study the temporal and spatial focusing at the source as a function of the
characteristics of the ‘‘solid waveguide–time reversal mirror~TRM!’’ system: length and diameter
of the guide, number of transducers of the TRM. Last, we show that the instantaneous power
delivered in water at the focus of the solid waveguide is much higher than the power directly
transmitted into water from a classically focused transducer. The combination of 1-bit time reversal
and a solid waveguide leads to shock wave lithotripsy with low-power electronics. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1413753#

PACS numbers: 43.20.Mv, 43.80.Vj@DEC#

I. INTRODUCTION

Today, extracorporeal shock-wave lithotripsy is by far
the method of choice to treat kidney and gall stones. It in-
volves the use of large amplitude acoustic shock waves that
are generated extracorporeally and focused onto a stone
within the body.1 Lithotripters typically have a high focusing
gain so that pressures are high at the stone but substantially
lower in the surrounding tissue. The alignment of stone in
the patient with the lithotripter focus is accomplished with
fluoroscopy or ultrasonic imaging. Focusing is achieved geo-
metrically, i.e., with ellipsoidal reflectors, concave focusing
arrays of piezoelectric transducers, or acoustic lenses. Shock
waves have amplitudes at the focus on the order of 1000 bar
and a duration of a few microseconds. They are typically
fired at a 1-s pulse repetition rate. The use of 2D arrays of
piezoelectric transducers has opened the possibility of elec-
tronic steering and focusing the beam in biological tissues.2

Tracking focusing procedures have also been studied. The
feasibility of a piezoelectric shock-wave generator in which
the focal zone is moved electronically to track the stone dur-
ing a lithotripsy treatment using time-reversal technique has
been implemented and tested.3,4 In such techniques, how-
ever, the number of transducers needed to reach an amplitude

of the order of 1000 bar at the focus is typically of some
hundreds elements. This is mainly owed to the fact that today
the piezoelectric transducer technology allows the delivery in
front of a transducer of an amplitude limited to 10 bar. De-
spite the spatial gain due to the spatial focusing, the number
of transducers cannot be reduced if the beam has to be
steered in attenuating tissues. As in time reversal technology,
each transducer has its own electronic in order to record the
stone echo. The signal is time reversed, and it is retransmit-
ted to the stone. The price of an electronic board of several
hundred channels is very high and limits the commercial
interest of such a lithotripter.

Our ambition is to propose a new elegant solution that
combines the use of time reversal technology with a small
number of piezoelectric transducers fastened to a solid wave-
guide. The idea is to take advantage of time reversal pulse
recompression in a waveguide to obtain from a few transduc-
ers high-amplitude shock waves in a tissue or in a fluid lo-
cated in front of the waveguide. Time reversal focusing has
been previously studied in waveguides in the field of
ultrasound5,6 and in ocean acoustics.7–9 This technique is
based on the reversibility of acoustic propagation which im-
plies that the time-reversed version of an incident pressure
field naturally refocuses on its source whatever the heteroge-
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neity of the propagation medium. More precisely, a time-
reversal experiment consists in

~1! recording the incident field emitted from a pulsed acous-
tic source on one transducer or an array of transducers
~called time reversal mirror!;

~2! time reversing the signal and transmitting the time-
reversed field from the time-reversal mirror~TRM! back
into the propagation medium;

~3! receiving the time-reversed field at and around the initial
acoustic source to quantify the spatial and temporal re-
focusing.

Derodeet al. performed ultrasonic time reversal focus-
ing through an unknown high-order multiple scattering
medium.10 Furthermore, Derodeet al. recently investigated
time reversal robustness by successfully running 1-bit time
reversal experiments through multiple scatterers.11 During a
classical time reversal experiment, a time-domain version of
the signal is time reversed, meaning that both the instanta-
neous phase and amplitude information of the received sig-
nal are sent back. During a 1-bit time reversal experiment,
the amplitude of the time-reversed signal is set to61 de-
pending on the sign of the received signal. This means that
the instantaneous phase information present in the zero
crossing of the signal is time reversed while the instanta-
neous amplitude information is ignored. Through a higher-
order multiple scattering medium, authors have shown that
classical time reversal and 1-bit time reversal provide the
same temporal and spatial focusing results.

Following this set of results, we investigate more pre-
cisely in this article 1-bit ultrasonic time-reversal in a solid
waveguide. The aim of this work is threefold: first, we dem-
onstrate 1-bit time reversal between a point source in water
and several transducers fastened to one section of a finite-
length cylindrical waveguide. Second, we study the temporal
and spatial focusing on the source as a function of the char-
acteristics of the ‘‘solid waveguide–time reversal mirror
~TRM!’’ system: length and diameter of the guide, number of
transducers of the TRM. Last, we show that 1-bit time rever-
sal carried out with transducers fastened to a cylindrical
waveguide section permits us to obtain high-intensity pulses
in water. More precisely, we show that the instantaneous
power delivered in water at the focus of the solid waveguide
is much higher than the power directly transmitted into water
from a classically focused transducer. The combination of
1-bit time reversal and a solid waveguide would then lead to
shock-wave lithotripsy with low-power electronics.

This article is divided into four parts. In Sec. II, we
describe the experimental setup, and we demonstrate time
reversal focusing between a point source in water and several
transducers attached to one section of a cylindrical metallic
waveguide. Section III deals with a theoretical description of
acoustic propagation in a solid waveguide. More particularly,
a numerical simulation based on normal-mode theory is de-
veloped to describe time-reversal experiments in a cylindri-
cal metallic waveguide. In Secs. IV and V, we take advantage
of this simulation to investigate numerically and experimen-
tally the temporal and spatial 1-bit time reversal focusing as
a function of the characteristics of the system ‘‘solid

waveguide–TRM.’’ We compare then the instantaneous
power of the pulses transmitted onto the source in water by
this system to the instantaneous power classically transmitted
in water by the same transducers. We conclude with a final
discussion on the application of the system ‘‘1-bit time
reversal–low power electronics–solid waveguide’’ to shock
wave lithotripsy.

II. EXPERIMENTAL SETUP AND FIRST RESULTS

In this part, we describe the experimental setup and the
first results obtained after time reversal in a solid waveguide.
In Fig. 1, a schematic of the experimental setup puts in evi-
dence the characteristics of the experiment. Time reversal is
performed between a point source in water~in S! and seven
8-mm-diam piezoelectric transducers~in A! attached to a
section of a 3.2-cm-diam, 50-cm-long duraluminium cylin-
der. Both the source and the transducers are linear and recip-
rocal. The central frequency is 1 MHz with a 75% band-
width, which corresponds to a 5-mm central wavelength for
compressional wave in duraluminium. The bottom end of the
metallic cylinder is immersed in water at a distanced from
the source (d between 0 and 10 cm!. Each transducer in A is
connected to an electronic circuitry which consists of

~1! two 8-bit D/A and A/D converters having a 15-MHz
sampling rate, to receive the incident signal and transmit
the time-reversed signal;

~2! a memory which records the incident signal sent from
the source;

~3! a processor which creates a time-reversed version of the
incident signal.

According to these characteristics, classical time reversal is
then 8-bit time reversal. On the other hand, during a 1-bit
time reversal experiment, only the sign of the time-reversed
signal is transmitted (1V if s(t).0, 2V if s(t),0, whereV
is the maximum amplitude of the input signal!.

Figure 1~b! represents the signal received on one trans-
ducer in A after transmission of a pulse from the source in S
@Fig. 1~a!#. As expected, the signal spreads in time because
of many reverberations on the interfaces of the solid wave-
guide. The signal lasts more than 2000ms, i.e., around 1000
times the length of the initial pulse. In a duraluminium
sample, 2 ms corresponds approximately for a longitudinal
wave to a 10-m distance, to be compared to the 50-cm length
of our cylinder. This means that many round trips inside the
cylinder are present in the dispersed signal. In Fig. 1~c!, we
show a 100-ms window of the 1-bit time-reversed version of
the incident signal. Figure 1~d! corresponds to the signal ob-
tained at the source in water after back propagation through
the solid guide with 1-bit time reversal. We observe a re-
markable time compression on the initial source in S. This
confirms that the instantaneous amplitude information which
has been ignored with 1-bit time reversal is not necessary to
successfully perform a time reversal experiment in a solid
waveguide.

In Fig. 2, we compare the time-reversed signal at the
source with 1- and 8-bit time reversal, respectively. The ma-
jor difference between 1- and 8-bit time reversal lies in the
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amplitude of the signal received in S. The instantaneous
power obtained with 1-bit time reversal is nearly five times
higher than the instantaneous power obtained with 8-bit time
reversal, which is itself higher than the power transmitted
into the water by the transducer without a waveguide.

The amplification of the instantaneous power delivered
from one transducer after time reversal with or without a
waveguide is the main point of this article. At first sight, the
amplification obtained between 1- and 8-bit time reversal can
be easily understood by comparing Figs. 1~b! and ~c!. More
energy has been indeed delivered into the waveguide~and
then to the source! with 1-bit time reversal because the natu-
ral decrease of the signal has been compensated. What hap-
pens now at the source? For a linear system characterized by

its impulse responseh(t), the responseR(t) at an excitation
f (t) is

R~ t !5h~ t ! ^ f ~ t !. ~1!

Time reversal uses as excitation the time-reversed version of
the impulse response, which implies

R~ t !5h~ t ! ^ h~2t !. ~2!

It is well known thatR(t) is then symmetrical in time with a
maximum att50. Let us find out now what is the input
signal f (t), with the constraintu f (t)u<1, that produces the
maximum output amplitude att50. Writing Eq. ~1! as an
integral, we get

FIG. 1. Experimental demonstration of 1-bit time reversal in a metallic waveguide.~a! The acoustic source transmits a pulsed signal in water.~b! Normalized
signal received on one of the seven transducers in A at the end of the 50-cm-long, 3.2-cm-diam metallic waveguide; the signal spreads over more than 2 ms.
~c! The signal is time reversed, 1-bit quantized and retransmitted from the same transducer in A. For presentation reason, only the first 100ms are plotted.~d!
Normalized signal obtained in S after 1-bit time reversal from the seven transducers in A and back propagation through the guide.~e! Zoom of the time
reversed signal between the dashed lines: the time-reversed signal~e! is similar to the source signal~a!.
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R~0!5E f ~t!h~2t!dt<E u f ~t!uuh~2t!udt. ~3!

As we supposeu f (t)u<1, it follows

R~0!<E uh~2t!udt5E sign~h~2t!!h~2t!dt. ~4!

In conclusion, we have proven that

R~0!<sign~h~2t !! ^ h~ t !u t50 . ~5!

This result implies that the maximum amplitude of the output
of a linear system is obtained using as input the sign of the
time-reversed impulse response of the system. Thus, 1-bit
time- reversal delivers at the source a higher maximum am-
plitude than 8-bit time-reversal. Furthermore, a 1-bit signal
offers the advantage of being a binary signal which is elec-
tronically much easier to generate and process than an
amplitude-modulated signal. On the other hand, Eq.~5! does
not give any information about the signal-to-noise ratio ob-
tained with 8- or 1-bit time reversal.

In the following, we carefully study theoretically, nu-
merically, and experimentally the influence of the character-
istics of the system ‘‘solid wave guide–TRM’’~length and
diameter of the guide, number of transducers of the TRM! on
the amplification of the instantaneous power obtained on the
source after 1-bit time reversal. More precisely, we will fo-
cus on the comparison between the instantaneous power
transmitted at the source after 1-bit time reversal in a solid
waveguide and the instantaneous power directly transmitted
into the water by a transducer.

III. THEORETICAL APPROACH

The acoustic field that propagates along thez axis of a
fluid waveguide is usually decomposed at a frequencyv as
an addition of orthogonal modes

P~x,y,v!5(
n

AnPn~x,y,v!eikn~v!z, ~6!

wherePn is the shape of each mode andkn is the wavenum-
ber associated with mode numbern. If we know the disper-
sion relationshipskn(v) for each mode, we calculate the
pressure in any planez as

p~x,y,z,t !5(
n

AnPn~x,y,v!ei ~vt2kn~v!z!. ~7!

The normal modes follow an orthogonality relation

E
s
PnVm* ds5dnm , ~8!

where s is a section of the guide andVm is the velocity
induced by the acoustic pressure fieldPm . Using the linear
relation between pressure and velocity at a frequencyv, P
5ZV whereZ is the acoustical impedance, we obtain for the
amplitude coefficientsAn

An5ZE
s
VVnds. ~9!

We are now looking for a method which allows us to
calculate, in a solid waveguide, the amplitudesAn for a
known excitation on one section of the guide.12,13 In a solid,
the stress tensorT and velocityV are not linearly related but
fulfill the relation

¹•T5 ivV. ~10!

Considering a section of the solid waveguide, the orthogo-
nality relation~8! is changed into the following equation,

E
s
~Vm* Tn1VnTm* !zds524dmn , ~11!

where the subindexz indicates thez-component of a vector;
the factor 4 corresponds to the normalization of the energy
flux to 21 whenm5n.

The stress tensor and velocity in any section of the guide
follow a normal-mode decomposition

T5AmTm, V5AmVm . ~12!

Using orthogonality relation~11! we obtain

E
s
~Vm* T1VTm* !zds524Am . ~13!

Equation~13! allows us to calculate the modal amplitudes
Am knowing the stress tensorT and velocityV on a section of
the guide. When a transducer excites the end of the guide,
the stress and the velocity are not independent. To calculate

FIG. 2. Experimental comparison between~a! 8-bit time-reversal and~b! 1-bit time-reversal. Time reversal is performed by seven transducers fastened at one
end of the guide~in A!. The source is placed in water at 6 cm from the other end of the guide.
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the amplitudesAn using only the velocity fieldV, we substi-
tute Eq.~12! into Eq. ~13!,

E
s
~AmTmVn* 1Tn* V!zds524An . ~14!

Considering thatAn5dnmAm , we have

S 4dmn1E
s
~TmVn* !zdsDAm52E

s
~Tn* V!zds. ~15!

This linear equation allows us to get the amplitudeAm from
a knowledge of the velocityV on a section of the guide.
Similarly, if we only know stressT, we obtain a similar equa-
tion of the following form:

S 4dmn1E
s
~Tn* Vm!zdsDAm52E

s
~TVn* !zds. ~16!

In order to apply the mode decomposition method, we
need to know the dispersion relations and the mode shapes
for the solid wave guide. In a cylindrical guide, three types
of fundamental modes are present: compressional, torsional
and flexural modes.14 Using a longitudinal wave excitation
placed symmetrically to the guide axis, the main excited
modes will be the compressional ones. We reduce then our
model to the study of the behavior of the compressional
modes on the axis of the cylindrical waveguide.

For a guide of radiusa, it is demonstrated that the axial
and radial components of the velocity are given by

v r5@pAJ1~pr !1 ikCJ1~qr !#ei ~vt2kz! ~17!

vz5@ ikAJ0~pr !1qCJ0~qr !#ei ~vt2kz!, ~18!

where p25(v/Vl)
22k2, q25(v/Vt)

22k2 and Vl , Vt are
the longitudinal and transverse wavespeeds in the material.
The constantsC and A are determined by boundary condi-
tions. Imposing free boundary conditions on the surface of
the guide, we obtain an implicit equation betweenk andv of
the form

2p

a
~q21k2!J1~pa!J1~qa!2~q22k2!2J0~pa!J1~qa!

24k2pqJ1~pa!J0~qa!50. ~19!

For a given frequencyv, this equation has an infinite number
of roots, each one corresponding to a different mode of the
guide. The solution of Eq.~19! gives the dispersion relations
v(k) for different values ofv.

In Fig. 3~a! the theoretical dispersion relations are
shown. The frequency is normalized by the transverse veloc-
ity and the wavenumber by the guide radius. Notice that all
the modes except the first one have a cut-off frequency. In
order to visualize experimentally the dispersion curves, a hy-
drophone was slid along the lateral surface of the guide in
order to record the spatial-temporal dependence of the im-
pulse responseh(z,t) of the guide. Performing a spatial-
temporal Fourier transform, we transform the (z,t) plan into
the (k,v) plan. Experimental dispersion relations are repre-
sented in Fig. 3~b!.

These dispersion curves allow us to numerically calcu-
late the pulse obtained after 8- and 1-bit time reversal on the

axis of a 50-cm-long, 32-mm-diam duraluminium guide ex-
cited by seven 75%-bandwidth, 0.9-MHz center frequency
transducers. Round trips inside the cylinder are of course
taken into account. The sidelobe level is measured as the
maximum amplitude of the time-reversed signal outside the
main peak. The agreement between simulations and experi-
mental results on the pulse shape, the pulse amplitude, and
the sidelobe level is good~Fig. 4!. For example, simulations
confirm the amplitude gain of a factor of 5 between 8- and
1-bit time reversal. Table I summarizes the main character-
istics of the pulses.

IV. POWER AMPLIFICATION VERSUS WAVEGUIDE
CHARACTERISTICS

In this section, we show that the system ‘‘solid
waveguide–TRM’’ acts as an acoustic resonator able to
transmit very intense pulses with only a few transducers. The
principle of this resonator is roughly the following: disper-
sion of a short pulse into a long low-amplitude signal, am-
plification, and finally recompression of the long signal into
the initial, but now very intense, short pulse. The gain in
amplitude depends on both the amplification factor and the
duration of the long low-amplitude signal, i.e., the efficiency
of the ‘‘dispersion1recompression’’ stage. In our case, am-
plification is limited by our low-power electronics. On the
other hand, the ‘‘dispersion1recompression’’ is very efficient
in our system. First, dispersion in the solid waveguide allows
us to record signals whose duration is more than 1000 times
the duration of the initial pulse. Second, time reversal is able
to recompress all the acoustic energy into a short pulse.

The aim of this section is then to compare the amplitude
of pulses obtained in water with our acoustic resonator with
the amplitude of pulses generated by a classically focused
transducer used as a reference. This reference transducer has
the same diameter as the cylindrical solid waveguide and the
same bandwidth as the transducers attached atA on one sec-

FIG. 3. Representation of the~a! theoretical and~b! experimental dispersion
relations in the~k,v! plane. Experiments have been performed with a 16-
mm-diam duraluminium waveguide with a 75%-bandwidth, 0.9-MHz cen-
tral frequency transducer.
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tion of the guide. It is prefocused atF52 cm. To compare
things in a proper way, we have to pay careful attention to
the following point: with our resonator, transducers transmit
acoustic energy into the solid cylinder, whereas the reference
transducer transmits energy directly into water. The differ-
ence of acoustical impedance between water and duralu-
minium implies that, for the same displacement, the power
transmitted into the duraluminium is larger than the power
transmitted into the water. We base our comparison on trans-
ducers that would transmit the same power whatever the
acoustical impedance of the propagation medium. This
means that we choose to transmit the same power from the
resonator into the solid cylinder and from the reference trans-
ducer into the water. Our comparison criterion is then the
pulse amplitude received after 1-bit time reversal at the focus
F52 cm in water. The ratio between the pulse amplitude
obtained with the resonator and the reference transducer is
the gainG of the resonator.

In the following, we numerically study the gainG as a
function of the resonator characteristics, its length and diam-
eter of the cylinder, and size of the transducers attached to
the cylinder. Numerical results are obtained from the simu-
lation described in Sec. III.

In Fig. 5 we present the resonator gain versus cylinder
length with a 3.2-cm-diam cylinder. Figure 6 shows the gain
as a function of the cylinder diameter with a 50-cm-long
cylinder and one 8-mm transducer fastened at the center of
the cylinder section. These results demonstrate the resonator
efficiency. Using 1-bit time reversal, a solid waveguide and
one transducer, we show that we multiply up to a factor 20
the pulse amplitude generated by a classically focused trans-
ducer.

In Fig. 7, the gain of the resonator is plotted with respect
to the size of the TRM transducers. The cylinder diameter is

FIG. 4. Comparison between experi-
mental and simulated signals obtained
at the source after time reversal. Time
reversal is performed from seven
transducers fastened to one section of
a 50-cm-long, 32-mm- diam duralu-
minium cylinder. The source is placed
at 2 cm from the cylinder end.~a! Ex-
perimental 1-bit time reversal;~b! ex-
perimental 8-bit time reversal;~c!
simulated 1-bit time reversal; and~d!
simulated 8-bit time reversal.

TABLE I. Comparison between experimental and simulated signals ob-
tained at the source after time reversal.

Type of signal Peak-peak amplitude~a.u.! Signal/noise ratio~dB!

8-bit experimental 165 24.4
1-bit experimental 833 23.4
8-bit simulation 165a 22.7
1-bit simulation 784 24.3

aThe 8-bit simulated signal has been normalized to provide the same ampli-
tude as the 8-bit experimental signal.

FIG. 5. Resonator gain as a function of cylinder length for a 3.2-cm-diam
cylinder. The resonator is made of one 8-mm-diam transducer placed on the
axis of the duraluminium cylinder.~* ! correspond to simulations. Full line is
a power-law fit whose coefficient is 0.37. Unit length is the transverse wave-
lengthl t5Vt / f c53.1 mm, whereVt53100 m/s is the transverse speed in
duraluminium andf c51 MHz is the transducers central frequency.
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3.2 cm and its length is 50 cm. The resonator is now made of
several limited-size transducers that cover all the cylinder
section. We vary the size of the transducers fastened on this
section which means that, decreasing the transducers size, we
increase the number of transducers. We observe then that the
larger the transducers, the smaller the gain. Indeed, if the
TRM is made of one transducer that covers all the cylinder
section, we excite only the first mode of the guide. If we
cover the cylinder section with smaller transducers, this al-
lows us to excite more modes, i.e., to disperse more effi-
ciently the acoustic field and thus to increase the resonator
gain. The optimal transducer size is a bit less thanl t/2,
which corresponds to the correlation length of the acoustic
field received at the cylinder end on the TRM.

Finally, we try to obtain an experimental demonstration
of the pulse amplification obtained with the acoustic resona-
tor with respect to a prefocused transducer whose diameter is
the same as the cylinder diameter. The difficulty here is first
to work with transducers that have the same bandwidth and,
second, to work with the same input power in the two con-
figurations. In the case of the resonator, transducers are fas-
tened to a solid and the reference transducer is immersed in
water. Because the electrical impedance of the two systems is
different, the comparison is possible only if each electrical
impedance matches as well as possible the 50-ohm output of
the TRM. In this case we compare the pulse amplitude ob-
tained atF52 cm with the acoustic resonator described in
Fig. 1 and the reference transducer. We obtain experimen-
tally a resonator gain ofG;15, which is a bit less than the
theoretical gain ofGtheoretical;18 predicted in Fig. 7 with
transducers of sizel.

V. EXPERIMENTAL RESULTS: SPATIAL
FOCALIZATION

In Sec. IV, we have numerically demonstrated the power
amplification at the output of our acoustic resonator. We have
shown that the amplitude of the 1-bit time reversed signal at
the source is much higher than the pulse amplitude generated
by a classical focused transducer.

In this section, we study experimentally the spatial fo-
cusing properties of the acoustic resonator described in Fig.
1. The focal spot is obtained by measuring the pulse maxi-
mum amplitude at, and around, the focus. The main point is
that the focal distance of this system is variable. Indeed,
focal depth depends only on the position of the initial source
that can vary from 0.5 cm up to 15 cm. Of course, a new set
of signals has to be recorded for each focal depth before time
reversal. This variable depth focusing is a big advantage
compared to prefocused transducers.

Figure 8 presents experimental focal spots obtained with
the ‘‘solid waveguide–TRM’’ device atF52, 4, 6, and 10
cm, respectively. Results are close to the theoretical limits
given by focused tranducers whose diameters are the same as
the cylinder diameter. However, the sidelobe level outside
the focal spot is a bit higher. We will show in future articles
that time reversal based on the inverse filter approach would
allow us to reduce significantly the sidelobe level.15

Similarly, Fig. 9 shows the focal spot change when the
sourceS is no longer on the axis of the cylinder. Once again,
the big advantage of time reversal is the possibility to focus,
whatever the position of the initial source. We observe that
the focal spot size increases slowly and that the maximum
amplitude of the pulse significantly decreases when the focus
is off-axis. The cylinder symmetry naturally acts in favor of
the cylinder axis.

Finally, Fig. 10 presents the pulse maximum amplitude
as a function of focal distance. This shows that the ‘‘solid
waveguide–TRM’’ system has an optimal focal distance of
Fmax52 cm that depends mainly on the cylinder diameter.
Simulations are in good agreement with experimental results.

FIG. 6. Resonator gain as a function of cylinder diameter for a 50-cm length
cylinder. The resonator is made of one 8-mm-diam transducer placed on the
axis of the duraluminium cylinder.~s! correspond to simulation. Full line is
a power-law fit whose coefficient is 0.5. Unit length is the transverse wave-
lengthl t5Vt / f c53.1 mm, whereVt53100 m/s is the transverse speed in
duraluminium andf c51 MHz is the transducers central frequency.

FIG. 7. Resonator gain versus transducers size for a 3.2-cm-diam, 50-cm-
length cylinder. The TRM covers all the cylinder section. Unit length is the
transverse wavelengthl t5Vt / f c53.1 mm, whereVt53100 m/s is the
transverse speed in duraluminium andf c51 MHz is the transducers central
frequency.
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VI. CONCLUSION

In this work, we have demonstrated 1-bit time-reversal
between a point source in water and a few transducers at-
tached to one section of a cylindrical solid waveguide. We
have shown that this system acts as an acoustic resonator
which takes advantage of temporal and spatial dispersion in
the solid to recompress and transmit into water a very intense
pulse. We have achieved experiments with a resonator made
of a 50-cm-long, 3.2-cm-diam cylinder and seven transduc-
ers centered around 0.9 MHz. The gain of the resonator, with
respect to a classically focused transducer, is theoretically
around 18 and experimentally around 15. Moreover, we have
studied spatial focusing properties of this resonator. Experi-
mental results show that this system is able to focus what-

ever the point source location in water. However, it appears,
first, that the axis of the cylinder is a preferred direction and,
second, that the resonator has an optimal focal distance of
Fmax52 cm.

One application of this acoustic resonator is lithotripsy.
All experimental results presented here have been obtained
in a linear regime for acoustic propagation. Our ambition is
now to obtain high-intensity pulses in water with low-power
~and therefore low-cost! electronics. For a low-voltage exci-
tation ~640 V!, the maximum pressure obtained atF
5Fmax with our seven-transducer resonator could reach 650
bars. The next stage is to build an acoustic resonator made of
a 10-cm-diam cylinder and 32 transducers. This new genera-
tion of lithotripter would combine several advantages. First,
the cylinder diameter will be small compared to classical
30-cm-diam lithotripter. Second, the system will be able to

FIG. 8. Experimental focal spots ob-
tained after 1-bit time reversal with the
acoustic resonator described in Fig. 1
~full line!. Stars correspond to the the-
oretical field generated at the focalF
of a prefocused reference transducer.
The reference transducer has the same
diameter as the cylinder~3.2 cm! and
the same bandwidth as the TRM trans-
ducers.~a! F52 cm; ~b! F54 cm; ~c!
F56 cm; ~d! F510 cm.

FIG. 9. Experimental focal spots obtained atF52 cm while moving the
focus of a distanced along a diameter of the cylinder:d50 ~axis of the
cylinder!, d522 mm,d54 mm,d526 mm,d58 mm,d5210 mm and
d512 mm.

FIG. 10. Pulse maximum amplitude as a function of focus distance. Experi-
mental results~full line! and simulation~dotted line!.
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focus anywhere in the body and not only at a predefined
focus. Last, its price, in relation to the number of indepen-
dent electronics, will be greatly reduced compared to a clas-
sical time reversal lithotripter made of more than 100 trans-
ducers. In future research, we will study the shock waves
generated by our acoustic resonator and will performin vitro
as well asin vivo experiments related to lithotripsy applica-
tions.
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Scattering from a ribbed finite cylindrical shell is investigated with a theoretical formalism valid for
long cylinders. An analytic expression is derived for the scattered pressure and it is shown that the
scattered far field can be expressed as the sum of three components associated with specular
reflection, scattering from helical waves, and Bloch–Floquet waves. Approximate solutions are
proposed to reduce the computation load and resonance scattering is analyzed from the derived
formulas leading to a relatively simple equation for the calculation of the Bloch–Floquet dispersion
curves. Simple equations are proposed to determine the locations of the Bloch–Floquet waves for
weak interactions of the ribs and the surface elastic waves. In the first Brillouin zone, it is found that
the maximum level of Bloch–Floquet wave scattering depends only on the length of the cylinder as
for the resonant modes of uniform cylindrical shells. Finally the relevancy of the method is
examined by comparing numerical results to experimental data available in the published literature.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1413997#

PACS numbers: 43.20.Fn, 43.40.Ey@JGM#

I. INTRODUCTION

The scattering of sound waves by uniform finite cylin-
drical shells has been a subject of considerable interest be-
cause their resonance properties can be utilized to determine
the elastic parameters of the body and also because the ge-
ometry of the object is sufficiently simple to permit the deri-
vation of analytical methods.1–5 The resonance scattering
mechanism that involves phase matching to helical super-
sonic shear and compressional waves is well known and use-
ful approximate equations have been derived to compute the
dispersion curves of these elastic waves.6 However as most
of the ship hulls are stiffened by ribs, it is interesting to
analyze the influence of a set of periodic rings on this scat-
tering process and determine to what extent the ribs could
modify the acoustic signature of this simple target.

In a series of papers, Photiadiset al. have published in-
teresting results concerning scattering from ribbed cylindri-
cal shells.7–9 In these papers, the importance of scattering
from Bloch or Floquet waves has been clearly displayed
among other scattering mechanisms that occur on ribbed
shells in the midfrequency range. These waves, which arise
from multiple scattering of subsonic waves between the pe-
riodic rings along the surface of the cylindrical shell, would
not radiate sound in this frequency range in the absence of
the ribs. This is a new scattering mechanism involving sub-
sonic flexural waves that of course does not exist on a uni-
form shell. Monostatic scattering measurements revealed
strong highlights that occur when there is phase matching to
the free elastic waves propagating on the surface of the
ribbed shell, namely the helical shear and compressional
waves and the Bloch–Floquet waves. Simple models have
also been proposed to predict the dispersion curves which are
useful for a qualitative interpretation of the experimental re-
sults but more complete methods are highly required to

quantatively describe the interactions of the different surface
waves with the motion of the ribs.

Most of the published papers concerning cylindrical
shells have been devoted to the acoustic radiation from infi-
nite cylinders with simply10 or doubly11 periodic ring sup-
ports and formal solutions are given by these authors to cal-
culate the radiated far field. When the shell is finite, the
problem becomes more complex and to our knowledge there
is no analytical method that has been proposed in the pub-
lished literature to deal with acoustic scattering from a ribbed
finite shell. In this paper, a theoretical investigation of scat-
tering from ribbed finite cylindrical shells is presented. The
method is based upon the expansion of the solution near the
surface of the shell in terms of the shape functions as defined
by Miles12 for finite periodic simply supported structures and
on the description of the solution by a continuous distribu-
tion of elementary singularities that are used in our previous
works on scattering from slender bodies or long cylindrical
shells.13,14

In this article, the theoretical formalism is presented in
Sec. II, where analytic expressions for the scattered pressure
are derived under a certain number of assumptions. Approxi-
mate solutions for the scattered pressure are given in Sec. III
in order to reduce the amount of calculation. Resonance scat-
tering and equations leading to the determination of helical
waves and Bloch–Floquet waves are discussed in Sec. IV
and some simple formulas are derived to compute the disper-
sion curves. Section V presents analysis of numerical results
and comparison to measured data. Finally a conclusion is
given to summarize all the main results.

II. THEORETICAL ANALYSIS

Consider a harmonic plane wavepi incident upon a thin
cylindrical shell that is submerged in an acoustic medium of
densityr f and velocitycf and assume that the incident wave
is parallel to thexOz plane. The originO is located at thea!Electronic mail: michel.tranvannhieu@fr.thalesgroup.com
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center of the shell as shown in Fig. 1. The interior of the
cylinder isin vacuoand a set of periodically spaced rings are
attached to the inside surface of the object~see Fig. 2!.

The theoretical formalism was derived under the follow-
ing assumptions:

~H1! the harmonic time dependence is ine2 ivt; for conve-
nience, the terme2 ivt will be dropped out of the equa-
tions,

~H2! the cylindrical shell is slender:a/L!1,
~H3! the motions of the shell and the rings are described by

thin shell theories,
~H4! only the normal component of the reactive force ap-

plied by the ring to the shell is considered,
~H5! the positionszm of the rings on thez axis are given by

zm52(M21)d:(M21)d where 2M@1 is the num-
ber of periodic units (2L52Md),

~H6! the ends of the shell are assumed to be simply sup-
ported,

~H7! the acoustic effects of the end sections are neglected.

The present approach is derived for a long cylinder~H2!
and it is valid in the frequency range where the classical thin
shell theories are available~H3!. Assumption~H4! is rather
restrictive as the other components of the reactive forces
might considerably change the results;15 this is not the case
for assumption~H5! as it is believed that the exact locations
of the rings are not significant forM@1. Finally the last two

assumptions limit the theory to aspect angles different from
the cylinder axis.

As for uniform cylindrical shells, the scattered pressure
is split up into two components:

ps5prig1pres, ~1!

whereprig is the pressure scattered by the cylinder consid-
ered as a perfectly rigid object andpres consists of elastic
resonances due to the elasticity of the material. For long
cylindersprig and pres are sought in the form of continuous
distributions of sectorial spherical harmonics that were pre-
viously used to describe the acoustic field scattered by a
slender body. It can be shown thatprig can be expressed in
cylindrical coordinates (r ,w,z) in the following form:5

prig52
k

p (
n50

`

eni n
cosnw

sinn u i
F Jn8

Hn8
G ~kxa!

3E
2L

L

hn~kr!S r

r D n

eikztdt, ~2!

wherek5v/c is the acoustic wave number,kx5k sinui , and
kz5k cosui . Jn is the cylindrical Bessel function of ordern,
Hn and hn are, respectively, the cylindrical and spherical
Hankel functions of ordern of the first kind. The prime de-
notes the differentiation with respect to the argument,en is
the Neumann factor,en51 for n50 anden52 for n.0 and

r5A(t2z)21r 2.
The resonant componentpres is sought in the form given

by Eq. ~3!, which verifies the Helmholtz equation and the
Sommerfeld condition at infinity

pres5
k

p (
n,p, j

eni n cosnwbnp jE
2L

L

hn~kr!S r

r D n

fp j~ t !dt,

~3!

where the unknown coefficientsbnp j are determined by the
mechanical equations describing the vibrations of the ribbed
shell, fp j are the shape functions for periodic, simply sup-
ported structures. In Eq.~3!, as in the remainder of this pa-
per, the symbol summation with indexesn, p, andj denotes a
triple summation with the azimuthal mode numbern varying
between 0 and infinity, 0<p<2M and j is function ofp as
discussed in Sec. II A.

A. Shape functions

The shape functionfp j was introduced by Miles12 in his
study of wave motion in finite periodic simply supported
plates. In infinite periodic structures the solution is usually
expanded in a series of space harmonics. When the structure
is finite and its boundaries are simply supported, this series is
replaced by sine functions. Indeed by an adaptation of this
space-harmonics series that are used to analyze propagation
of free waves in infinite periodic structures, he found that the
solution can be expanded in terms of a specially ordered sine
functionsfp j of the form

fp j~z!5sinkp j~z1L !, ~4a!

where the axial wave numberskp j are defined as follows:

FIG. 1. Geometry of the ribbed cylindrical shell.

FIG. 2. Geometry of the ribs.

2859J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Michel Tran-Van-Nhieu: Scattering from a cylindrical shell



kp j5
pp

2L
1

2p j

d
5

p

2L
~p14 jM ! p50:2M . ~4b!

For these functions to be linearly independent and non-
zero, it is required that

j 51,N if p50,

j 50,N if p52M , ~5!

j 52N,N for pÞ0, pÞ2M .

The numberN determines the order of spatial resolution that
may be obtained with these shape functions. The values of
the arguments ofkp j for M53 andN52 are illustrated in
Table I, which gives the number of half-waves associated
with each function. As can be seen, it is a rearrangement of
the arguments of the axial modes of the uniform cylindrical
shell in order to make these sine functions unique. It has
been shown that this sine series is well suited to structures
having symmetric periodic units.12

B. Shell motion

The Donnell equations for the displacements of the cy-
lindrical shell are16

]2u

]z2 1
m2

a2

]2u

]w2 1
m1

a

]2v
]z]w

1
m

a

]w

]z
1ks

2u50,

m1

a

]2u

]z]w
1m2

]2v
]z2 1

1

a2

]2v
]w2 1

1

a2

]w

]w
1ks

2v50, ~6!

m

a

]u

]z
1

1

a2

]v
]w

1
w

a2 1
h2

12S ]2

]z2 1
1

a2

]2

]w2D 2

w2ks
2w

52
pi1prig1pres1pr

rscs
2h

,

where (u,v,w) are the axial, circumferential, and radial
components of the shell displacements andpr denotes the
pressure applied by the rings to the shell,cs

5AEs /rs(12m2) is the longitudinal wave speed,m is Pois-
son’s constant,rs is the shell density,Es is the Young modu-
lus of the shell material,h is the shell thickness,m65(1
6m)/2, andks5v/cs .

The components (u,v,w) are sought as expansions in
the following form:

u~z,w!5 (
n,p, j

eni n cosnw cos@kp j~z1L !#unp j ,

v~z,w!5 (
n,p, j

eni n sinnwfp j~z!vnp j , ~7!

w~z,w!5 (
n,p, j

eni n cosnwfp j~z!wnp j ,

where the coefficients (unp j ,vnp j ,wnp j) are to be deter-
mined.

To proceed further the expansions ofpi , prig , pres, and
pr are now calculated near the surface of the cylinder. First
by inserting Eq.~A3! into Eq. ~2!, prig becomes

prig52eikzz(
n50

`

eni n cosnwF Jn8

Hn8
G ~kxa!Hn~kxr !. ~8!

Using the classical expansion of plane wave with respect to
cylindrical Bessel functions and applying the Wronskian
identity of the Bessel functionsW(Jn(z),Yn(z))52/pz, the
following expression is obtained forr 5a:

pi1prig5 (
n,p, j

eni n cosnwfp j~z!Pnp j , ~9!

where

Pnp j5
2

pkxaHn8~kxa!
F~kzL,kp jL !. ~10!

In Eq. ~10!, the functionF is defined as

F~x,y!5
sin~x1y!

x1y
eiy2

sin~x2y!

x2y
e2 iy. ~11!

Next with Eqs.~3!, ~A1!, and ~A5!, the resonant scattered
pressure can be approximated near the surface of the cylinder
by Eq. ~12!,

pres~z,w,r !5 (
n,p, j

eni nBnp j cosnwHn~ap jr !fp j~z!,

~12!

whereap j is defined by Eq.~A6! and

Bnp j5bnp jS ap j

k D n

. ~13!

From the condition of continuity of the radial displace-
ment at the interface between the shell and fluid and with
Eqs.~7!–~12!, it is easy to find that

Bnp j5
r fv

2

ap jHn8~ap ja!
wnp j . ~14!

Equations~9!–~14! give the expansions ofpi1prig and pres

on the surface of the cylinder. It remains now to find the
expression ofpr which is induced by the ring motion.

C. Ring motion

It is assumed thatpr is of the form

pr5 (
m52M11

M21

pm
r ~w!d~z2md!, ~15!

TABLE I. Values of (p14 jM ) for 2M56, 22< j <2.

p j 522 j 521 j 50 j 51 j 52

0 12 24
1 223 211 1 13 25
2 222 210 2 14 26
3 221 29 3 15 27
4 220 28 4 16 28
5 219 27 5 17 29
6 6 18 30
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whered is the Dirac delta function. Therefore the mean pres-
surepm applied by the shell to the ring located atz5md is
equal to

pm5
1

l r
E

z5md2 l r /2

z5md1 l r /2

prdz5
pm

r ~w!

l r
. ~16!

Considering each ring as a rod of circular curvature and ne-
glecting inertia and rotary effects, the dynamical equations of
motion for a rib are given by17

1

a2

]2Vm

]w2 1
1

a2

]Wm

]w
1

b r
2

a2 S ]2Vm

]w2 2
]3Wm

]w3 D1kr
2Vm50,

~17!

1

a2

]Vm

]w
1

Wm

a2 1
b r

2

a2 S ]4Wm

]w4 2
]3Vm

]w3 D2kr
2Wm5

pm
r ~w!

r rcr
2Ar

,

where (Vm ,Wm) are the circumferential and radial compo-
nents of the ring displacements,b r

25hr
2/12a2, kr5v/cr ,

cr5AEr /r r , and Ar5 l rhr is the cross section of the ring
~see Fig. 2!.

Assuming expansions of (Vm ,Wm ,pm
r ) to be of the form

Vm~w!5(
n

eni n sinnwVn
m ,

Wm~w!5(
n

eni n cosnwWn
m , ~18!

pm
r ~w!5(

n
eni n cosnwPn

m ,

and inserting Eq.~18! into Eq. ~17!, it is easy to show that

Zn
r Wn

m5Pn
m , ~19a!

whereZn
r is given by

Zn
r 5

r rcr
2Ar

a2 F12V r
21b r

2n41
n2~11b r

2n2!2

V r
22n2~11b r

2!G ;
V r5kra. ~19b!

From the expansion of the radial displacement of the
shell given by Eq. ~7! and with the definition ofWm

5w(md,w), the coefficientsWn
m can be expressed in the

form Wn
m5(q,lfql(md)wnql and with Eqs.~15!, ~18!, and

~19! the reactive force applied by the rings to the shell takes
the form

pr5 (
m,n,q,l

eni n cosnwZn
r wnqlfql~md!d~z2md!. ~20!

D. Scattered pressure

Substituting the expansions of the shell displacements
given by Eq.~7! into the Donnell equations describing the
vibration of the shell and using the above-mentioned results
and Eq.~B6!, the following equation forwnp j is obtained
after a little algebraic calculation:

wnp j1Anp jAn
r 21

(
l 52N

N

wnpl52
Anp jPnp j

r fv
2a

for 2M.p.0, ~21a!

wnp j52
Anp jPnp j

r fv
2a

for p50 or 52M , ~21b!

where

Anp j5@Zn
f ~ap ja!2Zn

s~kp ja!#21,

An
r 5F Zn

r

r fv
2adG21

, Zn
f ~a!5

Hn~a!

aHn8~a!
, ~22a!

Zn
s~a!5

rsh

r faV2 H V22bs
2~a21n2!2

2
V42m2@V2n21~2m13!V2a224m2m1a4#

@m2~a21n2!2V2#~a21n22V2! J ,

~22b!

whereV5va/cs .
Equation~21a! can be solved explicitly: indeed the term

( l 52N
N wnpl may be computed by summing both members of

Eq. ~21a! from j 52N to j 5N. Then the coefficientsBnp j

are found by using Eq.~14!,

Bnp j5
2Anp j

ap jaHn8~ap ja!
S Pnp j2dp

( l 52N
N AnplPnpl

An
r 1( l 52N

N Anpl
D

for p50:2M , ~23!

where dp50 for p50 or p52M and dp51 for 2M.p
.0.

The expression of the far field pressure scattered by the
ribbed cylindrical shell is obtained by inserting the
asymptotic expansion of spherical Hankel functionhn for
large arguments18 into Eqs.~2! and ~3!; this gives

ps5
eikr0

r0
~D rig1D res!, ~24!

wherer0 is the distance from the observation point to the
origin O and

D rig5
2i

pk

sin@kL~cosu i2cosu!#

cosu i2cosu (
n50

`

en cosnw

3F Jn8

Hn8
G ~kxa!S sinu

sinu i
D n

, ~25!

whereas from Eqs.~10!, ~13!, and~23! D res becomes

D res5
2L

p2kxa
2 (

n,p, j
en cosnw

3S k sinu

ap j
D n F~2kL cosu,kp jL !Anp j

Hn8~kxa!ap jHn8~ap ja!

3S F~kzL,kp jL !2dp

( l 52N
N AnplF~kzL,kplL !

An
r 1( l 52N

N Anpl
D .

~26!
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With the definition of kp j as discussed in Sec. II A and
from Eq. ~11! one has F(x,2y)52F(x,y) so that
F (2kL cosu,kpjL) F (kzL,kpjL) 5 F(2kLcosu,ukp juL)F(kzL,
ukp juL).

Then the expression ofD res can be recast in the follow-
ing form:

D res5D res
ucs1D res

r , ~27a!

where

D res
ucs5

2L

p2kxa
2 (

n50

`

(
p51

`

en cosnwS k sinu

ap
D n

3
F~2kL cosu,kpL !F~kzL,kpL !

Hn8~kxa!apHn8~apa!~Zn
f ~apa!2Zn

s~kpa!!
,

~27b!

D res
r 52

2L

p2kxa
2 (

n50

`

(
p51

2M21

(
j 52N

N

en cosnwS k sinu

ap j
D n

3
F~2kL cosu,kp jL !Anp j

Hn8~kxa!ap jHn8~ap ja!

3
( l 52N

N AnplF~kzL,kplL !

An
r 1( l 52N

N Anpl
. ~27c!

It can be seen with the present notation thatD res
ucs given by

Eq. ~27b! corresponds to the expression previously derived
for the resonant contribution of a uniform finite cylindrical
shell.2 When the shell has a set of rings periodically spaced,
the reactive forces applied by the rings to the shell give rise
to an extra termD res

r in the scattered pressure the expression
of which is described by Eq.~27c!. Finally gathering all
these results, the expression of the far field pressure scattered
by a ribbed finite cylindrical shell is equal to

Ds5D rig1D res
ucs1D res

r , ~28!

whereD rig , D res
ucs andD res

r are given by Eqs.~25!, ~27b!, and
~27c!. Equation~28! is the main result of this paper: it pro-
vides an analytical expression to compute the pressure scat-
tered by a ribbed finite cylindrical shell and it is expressed in
a form that permits one to separate the different physical
mechanisms involved in the scattering process. However the
computation load remains relatively high for the determina-
tion of D res

r so that further simplifications are necessary to
reduce the amount of calculation.

III. APPROXIMATE EXPRESSIONS FOR THE
SCATTERED PRESSURE

In order to simplify the above-mentioned expressions,
we will now proceed to the following approximations. First
we note that the functionF given by Eq.~11! can be replaced
by

uF~x,y!u'
sin~x6y!

x6y
for ux7yu@1 ~29!

for large arguments so that at the first approximation, we
shall restrict the summations to axial wave numberskp j veri-
fying the condition

ukz6kp juL,p. ~30!

If kp j is of the formkp j5k cosuij then forkL@1, we have
u i j 'u i so thatap j'k sinui . Furthermore as there is only
one axial wave numberkp j meeting Eq.~30! for a given
index p in Eq. ~27c!, the summation with indexl reduces to
one term equal toDnp jF(kzL,kp jL). Therefore Eq.~27! be-
comes

D res
ucs5

2L

~pkxa!2 (
n50

`

(
pPP1

en cosnwS sinu

sinu i
D n

3
F~2kL cosu,kpL !F~kzL,kpL !

@Hn8~kxa!#2~Zn
f ~apa!2Zn

s~kpa!!
, ~31a!

D res
r 5

22L

~pkxa!2 (
n50

`

(
~p, j !PP2

en cosnwS sinu

sinu i
D n

3
F~2kL cosu,kp jL !F~kzL,kp jL !Anp j

2

@Hn8~kxa!#2~An
r 1( l 52N

N Anpl!
, ~31b!

whereP1 andP2 are defined forkz.0 as

P15$p>1:ukz2kpuL,p%,
~32!

P25$2M21>p>1;u j u<N:ukz6kp juL,p%.

The backscattered pressureDs
m can be found by setting

u5p2u i ; w5p in the above-mentioned equations; this
yields

Ds
m5D rig

m 1D res
ucs,m1D res

r ,m , ~33a!

D rig
m 5

i

pk

sin~2kL cosu i !

cosu i
(
n50

`

en~21!nF Jn8

Hn8
G ~kxa!,

~33b!

D res
ucs,m5

2L

~pkxa!2 (
n50

`

(
pPP1

en~21!n

3
F2~kzL,kpL !

@Hn8~kxa!#2~Zn
f ~apa!2Zn

s~kpa!!
, ~33c!

D res
r ,m52

2L

~pkxa!2 (
n50

`

(
~p, j !PP2

en~21!n

3
F2~kzL,kp jL !Anp j

2

@Hn8~kxa!#2~An
r 1( l 52N

N Anpl!
. ~33d!

IV. RESONANCE SCATTERING

It can be seen from Eqs.~27c! and~33d! that the ampli-
tude of the term in the summation is enhanced when the
amplitude of one of the two termsAnp j

21 or An
r 1( l 52N

N Anpl is
minimum.

A. Helical waves

It can be noted thatZn
s is a real number according to Eq.

~22b! so that
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Anp j
215Zn

f ~ap ja!2Zn
s~kp ja!

5$Real~Zn
f ~ap ja!!2Zn

s~kp ja!%

1 i Imag~Zn
f ~ap ja!!. ~34!

ThereforeAnp j
21 is minimum when the real part of the left

member of Eq.~34! vanishes,

Real~Zn
f ~ap ja!!2Zn

s~kp ja!50, ~35!

which leads to the well-known resonance condition for the
modes associated with compressional, shear, and flexural
waves propagating on a uniform thin cylindrical shell. This
equation was analyzed in Ref. 1 so that the reader could refer
to this work for more details.

B. Bloch–Floquet waves

Consider now the expressionAn
r 1( l 52N

N Anpl . Indeed
according to Eq.~22! An

r is a real number and in like manner
as previously this expression is minimum when its real part
is equal to 0,

Rres
n 5RealS An

r 1 (
l 52N

N

AnplD
5

r fv
2ad

Zn
r 1 (

l 52N

N

RealS 1

Zn
f ~apla!2Zn

s~kpla! D 50, ~36!

which leads to the determination of the modes associated
with Bloch–Floquet waves~BFW! that describe the propa-
gation behavior of elastic waves on infinite periodic struc-
tures. As the numberN defines the maximum of number of
half-waves resolved by the shape functionsfp j , Eq. ~36!
permits one to calculate theN first BFW. Because of its
complexity, there is no attempt to solve Eq.~36! analytically
in the present work; instead its solutions will be sought nu-
merically. However some interesting results could be ex-
tracted from the above-mentioned derivation by the follow-
ing considerations.

First it can be seen intuitively that a solution of Eq.~36!
exists when one of the terms in the left member varies con-
tinuously from2` ~respectively,̀ ! to ` ~respectively,2`!
near the root of

R~ x̄ l !5Zn
f ~A~ka!22x̄ l

2!2Zn
s~ x̄ l !50, ~37!

while the other terms remain finite. Then this solution could
be approximated by the root of Eq.~37! provided that there
is a change of sign ofR(x) when x→x̄ l

6 . In Eq. ~37!, the
variablex̄ l is defined as

x̄ l5x̄1
2p la

d
, ~38!

where l is an integer number and the unknown variablex̄
5x̄(n) is the Bloch–Floquet wave number of the periodic
shell normalized bya21 and associated with the azimuthal
mode numbern. Equation~37! has a solution only ifZn

f is a
real number and according to Eq.~22a! this condition is only
met when the argument ofZn

f is a pure imaginary number,
i.e., when x̄ l is a subsonic modeux̄ l u.ka. For V@1 Eq.
~22b! can be approximated by

Zn
s~a!'

rsh

r faV2 $V22bs
2~a21n2!2% ~39a!

and using uniform asymptotic expansions for large orders of
Kelvin functions,18 one has

Zn
f ~ ia!5

Kn~a!

aKn8~a!
52

1

Aa21n2
. ~39b!

Inserting Eq.~39! into Eq. ~37! yields

h2212
e

Ṽ1/2

1

Ah2Ṽ
50, ~40!

which is exactly the equation for a fluid-loaded plate.19 In
Eq. ~40! e5r fcs /rscfA12 denotes the intrinsic fluid-loading
parameter,Ṽ5cshv/cf

2A12 is the radian frequency normal-
ized by the coincidence frequency of the plate, and

h5
bs~ x̄ l

21n2!

V
. ~41!

An approximate solution to Eq.~40! can be easily obtained
for e!1; it is equal to

h511
e

2Ṽ1/2

1

A12Ṽ
. ~42!

Then substituting Eqs.~41! and ~42! into Eq. ~38! gives

x̄5F V

bs
S 11

e

2Ṽ1/2

1

A12Ṽ
D 2n2G 1/2

2
2p la

d
. ~43a!

It can be easily checked thatR(x→x̄ l
6) verifies the required

condition of sign when the solution is given by Eqs.~38! and
~43a! provided thatṼ,1. Equation~43a! reduces to

x5x̄/a5kf2
2p l

d
~43b!

when the term of ordere is neglected andn!AV/bs. Equa-
tion ~43b! is identical to the free wave dispersion equation
that is proposed previously for acrudeprediction of the flex-
ural Bloch–Floquet wave number.8 It should be emphasized
here that the present derivation is only valid when the inter-
actions of the ribs and BFW of different order are weak so
that their corresponding terms in Eq.~36! remain finite near
the root of Eq.~37!; otherwise the results might change con-
siderably as we will see later in the numerical applications.

Then consider the first Brillouin zone where the acoustic
wave number verifies the relationshipk,p/d. Indeed in this
region there is only one supersonic mode meeting the spatial
coincidence condition

kz5kp j ~44!

for a given value ofp while the other axial modeskpl are
subsonic. At spatial coincidence aspect angle, the projection
of the incident wave number vector in the direction of the
shell axis is equal to the (p, j ) axial wave number mode and
according to Eq.~29! the amplitude of the functionF is
maximum and is of the order of unity. If Eqs.~36!–~44! are
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fulfilled simultaneously and asZn
f is a real number for sub-

sonic modes, the coefficients in the expansion ofD res
r ,m be-

come

~D res
r ,m!np j5

2iL

~pkxa!2

en~21!nAnp j
2 F2~kzL,kzL !

@Hn8~kxa!#2Imag~Anp j!
, ~45!

where Imag(x) denotes the imaginary part ofx. At spatial
coincidence one hasap j5kx and

Imag~Anp j!52uAnp ju2Imag@Zn
f ~ap ja!#, ~46a!

Imag@Zn
f ~x!#5ImagS Hn

xHn8
D 5

2

px2uHn8u
2 . ~46b!

Inserting the above-mentioned results into Eq.~45! yields

uD res
r ,munp j5

enL

p
F2~kzL,kzL !'

enL

p
, ~47!

which shows that the maximum resonance scattering level of
BFW is equal to the total length of the shell divided byp for
n.0 in the first Brillouin zone. This result is similar to the
case of the resonant helical modes propagating on a uniform
cylindrical shell.1–3

V. NUMERICAL APPLICATIONS

The ribbed cylinder used for the computations has ap-
proximately the same parameters as for the framed cylindri-
cal shell investigated in Ref. 8: radiusa56.92 cm, a total
length 2L50.856 m, shell thicknessh50.635 mm. The
rings have lengthl r50.533 mm, thicknesshr55.7 mm, and
a rib spacingd51.05 cm. The elastic parameters are that of
nickel with Es5Er52.131011Pa, m50.3, and r r5rs

58800 kg/m3 while the external fluid is water withcf

51500 m/s andr f51000 kg/m3. Equation~33! was used to
calculate the pressure backscattered by the ribbed cylindrical
shell.

Ds
m is shown in Fig. 3 as a function ofV and aspect

angle. The computation was made at every degree for angle
varying between 10° and 170° with a frequency increment
D f 5100 Hz. The amplitude of the far field is presented in

black and white colors and it ranges between235 and 0 dB.
This representation in the~angle, frequency! plane that was
adopted in Refs. 3, 20, and 21 for displaying resonance scat-
tering from uniform cylindrical shells, is now usually
adopted to point out the importance of elastic scattering. As
can be seen the calculation shows patches of high amplitudes
corresponding to specular reflection at broadside and to non-
specular scattering of acoustic waves due to phase matching
to the free elastic waves that propagate on the ribbed cylin-
drical shell in this frequency range. These waves are helical
shear and compressional waves and Bloch–Floquet waves
~BFW! of first and second order. Figure 3 also displays
Bragg scattering of first order that occurs when the projec-
tion of the acoustic wave number on to thez axis is equal to
an integer number ofp/d:kz5pn/d (n51). The existence
of these different scattering phenomena is confirmed by ex-
periments and they were analyzed by using elementary mod-
eling techniques.7,8 The comparison of our computed results
with measured backscattering~see Fig. 2 of Ref. 8! shows a
good agreement at low and high frequencies for the predic-
tion of the locations and the amplitudes of these different
scattering mechanisms in the~angle, frequency! plane. Fur-
thermore according to Eq.~47! the maximum amplitude of
Bloch waves is equal to 20 log~0.856/p!5211 dB, which is
consistent with the experimental results.

However only a partial agreement has been found in the
frequency range 3,V,8 where the two highlight curves
formed by the envelopes of the upper portions of the com-
puted BFW of first order~BFW1! are less curved toward the
x axis than the two more-or-less horizontal curves observed
experimentally. It can be clearly seen that the upper parts of
BFW1 depend significantly on the value ofn and tend to
form two distinct curves of high amplitude level associated
with the low and high azimuthal mode numbers.

The effects of the ribs near the resonant frequencies
which occur whenZn

r 50 @see Eq.~19b!# close toV5n can
also be observed: however according to Eq.~33d! D res

r ,m van-
ishes at these resonances. Therefore the present theory does
not predict a high amplitude level in the scattering response
at the rib resonances because the ribs/shell forces are mini-
mized. Note that a calculation by finite elements method
shows that the flexural vibration of individual ribs may give
rise to highlights at certain frequencies corresponding to the
resonances of an annular plate.22 Indeed the ribs are consid-
ered as curved beams in the present approach so that for-
mally thin shell theories do not hold when the ring thickness
exceedsls/20 wherels is the shear wavelength, i.e., when
f .2 f c .

In order to analyze the distortions of BFW by the rib
motion and the interference effects, the locations of BFW1
and BFW2 are obtained by calculating numerically the ex-

pression ofRres
n21

whereRres
n is given by Eq.~36!. The com-

putation was made withN52 in the~angle, frequency! plane

andkp j5k cosu. The amplitude ofRres
n21

is shown in relative
dB levels in Fig. 4 for two azimuthal mode numbers at low
n510 and highn520; the locations of the roots of Eq.~36!
are represented in white color that is associated with the
maximum amplitude level. The computations using Eq.~43a!
with l 51 ~respectively, l 52! for BFW1 ~respectively,

FIG. 3. Backscattering from a ribbed finite cylindrical shell. BFn: scattering
of BFW of order n; BS: Bragg scattering; RR: rib resonance; SW: shear
wave scattering; CW: compressional wave scattering.
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BFW2! are overlaid to make the interpretation of the results
easier. As can be seen in Fig. 4~a! there is a strong interfer-
ence of the upper part of BFW1 with the lower part of BFW2
for the low azimuthal mode number in the frequency range
6,V,9 merging into two curves that are different than
those predicted by Eq.~43a! in the frequency range 4,V,8.
Finally in Fig. 4~b! two almost horizontal bands could be
seen at low frequencies corresponding to the locations of the
roots of Eq.~36! in the ~angle, frequency! plane. In principle
they should give rise to a high scattering level according to
Eq. ~47! but as in Eq.~33d! Hn

18(x) is very large forn.x,
these high amplitudes occur in exponentially small regions
that could not be detected in the calculation of the scattered
pressure.

VI. CONCLUSIONS

The problem of scattering from a ribbed finite cylindri-
cal shell has been investigated theoretically by applying a
formalism that is valid for long cylinders. The solution is
derived under a certain number of assumptions the most re-
strictive of which is that the ribs may be considered as thin
curved rods and interact with the cylinder only through nor-
mal forces. As in the case of slender bodies, the scattered
pressure is sought as a continuous distribution of sectorial
spherical harmonics where their strengths are determined by
the mechanical equations governing the motions of the cy-
lindrical shell and the set of periodic rings. This is achieved
by expanding the unknown variables in terms of angular har-
monics and shape functions that are an adaptation of space-
harmonics series to finite simply supported structures.

It has been shown that the expression of the far field
scattered pressure is the sum of three terms: the first term is
equal to the pressure scattered from a perfectly rigid long
cylinder, the second term corresponds to the expression pre-
viously derived for the resonant contribution of a uniform
cylindrical shell, whereas the last term is due to the reactive
forces applied by the set of periodic rings to the shell. Ap-
proximate expressions to the last two terms have been pro-
posed to reduce the computation load. Resonance scattering
has been investigated and it has been demonstrated that the
free waves propagating on the ribbed shell are the helical
waves and the Bloch–Floquet waves; an equation has been

derived for the computation of the Bloch–Floquet dispersion
curves. When the interactions between Bloch–Floquet waves
and ribs are weak, a simple approximate solution to the dis-
persion equation has been found. Furthermore, it has been
shown that the maximum amplitude of Bloch–Floquet wave
scattering depends only on the length of the cylindrical shell
in the first Brillouin zone. Lastly the present theory does not
predict a high scattering level at the rib resonances.

The validity of the method has been checked by com-
paring the computed backscattered far field pressure to
monostatic scattering measurements carried out by Photiadis
et al. Good agreement has been found at low and high fre-
quencies whereas the complex structure in the central fre-
quency range is only partially predicted. This might come
from the modeling of the ribs which should be considered in
this case as an annular plate rather than a circular rod.

APPENDIX A

Consider the expression

I np j~r ,z!5
k

p E
2L

L

hn~kr!S r

r D n

fp j~ t !dt. ~A1!

It can be shown~see Appendix B of Ref. 14! that for points
of space located near thez axis but not at the end sections so
that

Uz2L

r U@1,

the following integral

I n~kz ,r ,z!5
k

p E
2L

L

hn~kr!S r

r D n

eikztdt ~A2!

may be approximated by

I n~kz ,r ,z!5eikzzHn~ar !S a

k D n

, ~A3!

where

a5H ~k22kz
2!1/2 if k.ukzu

i ~kz
22k2!1/2 if k,ukzu

~A4!

FIG. 4. Locations of Bloch–Floquet waves for~a! n
510 and~b! n520. BFW of first order~1: BFW1! and
second order~s: BFW2! computed using Eq.~43a!.
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for any real numberkz . Then using Eqs.~A2!–~A4! and Eq.
~4a!, it is readily seen that for

Uz6L

r U@1,

I np j can be replaced by

I np j~r ,z!5Hn~ap jr !fp j~z!S ap j

k D n

, ~A5!

whereap j is defined as

ap j5H @k22kp j
2 #1/2 if k.ukp ju

i @kp j
2 2k2#1/2 if k,ukp ju

. ~A6!

APPENDIX B

Let the summationS be defined as

S5 (
m52M11

M21

fql~md!fp j~md!

5 (
m52M11

M21

sin@kql~md1L !#sin@kp j~md1L !#, ~B1!

where p and q are positive integers. From Eq.~4b! kp jd
5pp/2M12p j ; this gives

S5 (
m51

2M21

sinm~kqld!sinm~kp jd!

5 (
m51

2M21

sinm
pp

2M
sinm

pq

2M
, ~B2!

which shows thatS is independent of indicesj and l. Apply-
ing classical trigonometrical relations, Eq.~B2! can be cast
in the form

S5
1

2 (
m51

2M21

cosm
p~p2q!

2M
2cosm

p~p1q!

2M
. ~B3!

From Eq.~B3!, it can be noted that

S50 for p5q50, p5q52M . ~B4!

Applying the following identity

1

2
1cosa1cos 2a1¯1cosna5

sin~n11/2!a

2 sin~a/2!
~B5!

for a5p(p6q)/2M andn52M21, Eq. ~B3! reduces to

S5

sinF ~2M21/2!
p~p2q!

2M G
4 sin

p~p2q!

4M

2

sinF ~2M21/2!
p~p1q!

2M G
4 sin

p~p1q!

4M

. ~B6!

Then it can be readily seen from Eqs.~B4!–~B6! that

S5H 0 if pÞq

0 if p5q50 or 52M

M5L/d if p5qÞ0

. ~B7!
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On the complex conjugate roots of the Rayleigh equation:
The leaky surface wave
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In recent experiments and numerical studies, a leaky surface wave has been observed at the surface
of an isotropic homogeneous elastic solid. This paper gives a detailed description of this leaky
surface wave and explains its origin from the fundamental differential equations. Theoretically, the
leaky surface wave arises from the complex conjugate roots of the Rayleigh equation. The complex
conjugate roots give rise to a wave that propagates along the surface and is coupled to a plane shear
wave in the medium. Due to the coupling, the surface wave leaks energy into the medium and is
highly inhomogeneous. Its particle motion at the surface is prograde in nature, distinguishing it from
the well-known Rayleigh surface wave which causes a retrograde particle motion. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1419085#

PACS numbers: 43.20.Bi, 43.35.Pt, 68.35.Ja@ANN#

I. INTRODUCTION

Elastic surface waves have been the subject of extensive
research, since Lord Rayleigh first discovered the existence
of elastic waves confined to the superficial region of an infi-
nite homogeneous isotropic solid more than a century ago.1

Elastic surface waves play an important role in various
fields. In seismology, surface waves have been found to carry
the bulk of the energy among the waves excited by an earth-
quake. In electroacoustics, surface waves are utilized to
make filters and resonators. In geoscience, the propagation
characteristics of surface waves are used to obtain informa-
tion about the physical properties of the ground. In this pa-
per, the theory of elastic surface waves is revisited.

A point source placed on the surface of a homogeneous
isotropic medium excites five different kinds of waves: a
pressure wave and a shear wave propagating in the medium,
a Rayleigh surface wave that is confined to the surface of the
medium, a lateral wave that is induced by the pressure wave
at the surface, and a leaky surface wave that travels along the
surface with a wave speed smaller than the pressure wave but
larger than the shear wave. The first four of these wave types
are well-known and have been treated extensively in the lit-
erature. However, the existence and theoretical foundation of
the leaky surface wave has not been discussed as much.

The leaky surface wave arises from the complex conju-
gate roots of the Rayleigh equation. The leaky surface wave
is an inhomogeneous wave that propagates along the surface
with a phase velocity larger than the shear wave but smaller
than the pressure wave. It couples into a plane shear wave
that propagates in the medium. Due to the coupling, the sur-
face wave loses energy and, thus, decays in its propagation
direction.

The leaky surface wave has been observed by various
authors in experimental and numerical studies. For example,

Roth et al. noticed a rapidly decaying seismic surface wave
in an environment with a very high Poisson ratio that had a
phase velocity larger than the Rayleigh wave, but smaller
than the pressure wave.2 Smithet al. identified prograde and
retrograde surface wave modes in a geologic study con-
ducted on the shore of the gulf of Mexico.3 Glass and Ma-
radudin found a leaky surface wave to exist in the flat-
surface limit of a corrugated crystal surface.4 And Phinney
provides a theoretical study of the leaky surface wave, which
he calls aPseudo-Pmode.5 Although not all of these authors
explicitly describe a leaky surface wave, their observations
are consistent with the results presented in this paper.

In this paper, the theoretical derivation of the leaky sur-
face wave is described in some detail. In Sec. II, the govern-
ing equations are briefly outlined, leading to the Rayleigh
equation. In Sec. III, the various roots of the Rayleigh equa-
tion are discussed. It will be shown that for materials with a
high Poisson ratio a leaky surface wave exists, due to the
complex conjugate roots of the Rayleigh equation. In Sec.
IV, the waves excited by a line source on the surface are
derived analytically. The method of steepest descent is ap-
plied to obtain closed-form expressions for the various
waves in the far field.

II. THE RAYLEIGH EQUATION

The elastic wave fields at the surface of a semi-infinite,
isotropic, lossless, homogeneous half space are to be deter-
mined. The half-space is bounded atz50 by a free-surface
boundary. The fields are assumed to be invariant in the
y-direction and nonzero only in thex-z plane ~plane-strain
case, uy5]/]y50). Thus, the originally three-dimensional
problem reduces to a two-dimensional one. The elastic wave
fields in a medium may be expressed in terms of their poten-
tial functions:6

u5¹F1¹3H, ~1!

whereu is the displacement vector,F is a scalar potential
describing the longitudinal pressure wave, andH is a vector

a!Electronic mail: christoph.schroeder@ece.gatech.edu
b!Electronic mail: waymond.scott@ece.gatech.edu
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potential describing the transverse shear wave. The potentials
satisfy the wave equations

¹2F5
1

cP
2

]2F

]t2
, ~2!

¹2H5
1

cS
2

]2H

]t2
, ~3!

for the pressure and shear wave, respectively, with their cor-
responding wave speeds,cP andcS . In theplane-straincase,
the only nonzero vector potential component isHy and the
only nonzero displacement components areux and uz . The
only independent stress components aretxx , tzz, andtxz .

Assuming harmonic time-dependence, the plane wave
solutions forF andHy satisfying Eqs.~2! and~3! are given
by

F5Aej jx1 j az2 j vt, ~4!

Hy5Bej jx1 j bz2 j vt ~5!

and the wave numbers are defined by

a25v2/cP
2 2j2, ~6!

b25v2/cS
22j2, ~7!

j25v2/c2. ~8!

Using the well-known differential equations, the displace-
ment and stress components are obtained:

ux5~ j j Aej az2 j b Bej bz!ej jx, ~9!

uz5~ j a Aej az1 j j Bej bz!ej jx, ~10!

txx5m~~2a22b22j2!Aej az12bj Bej bz!ej jx, ~11!

tzz5m~~j22b2Aej az22bj Bej bz!ej jx, ~12!

txz5m~22aj Aej az1~b22j2!Bej bz!ej jx. ~13!

At the surface, the normal stress vanishes, and thus
tzzuz505txzuz5050. Using this condition, the ratio of the
coefficients is determined from Eqs.~12! and ~13! to be

A

B
5

2jb

j22b2
52

j22b2

2ja
. ~14!

Re-inserting the amplitude ratio into Eqs.~12! and ~13!, the
characteristic equation is obtained:

~j22b2!214j2ab50. ~15!

Equation ~15! is commonly called theRayleigh Equation,
because it gives rise to the well-known Rayleigh surface
wave.

Using Eqs.~6!–~8!, the characteristic equation can be
rewritten in terms of the wave speeds:

S 22
c2

cS
2D 2

14Ac2

cP
2

21Ac2

cS
2

2150. ~16!

By rationalizing, this equation may be expressed as

S c

cS
D 2S S c

cS
D 6

28S c

cS
D 4

1~24216~cS /cP!2!S c

cS
D 2

216~12~cS /cP!2!D 50. ~17!

Equation~17! always has three solutions forc2 ~when ne-
glecting the trivial solution!. Dependent on the Poisson Ratio
n of a material, different kinds of roots arise. Forn
,0.263, Eq.~17! has three real roots. Forn.0.263, Eq.~17!
has one real root and two complex conjugate roots. In each
case, the real root that is smallest in magnitude gives rise to
the Rayleigh surface wave, which propagates along the sur-
face and decays into the medium. The other roots have often
been classified as erroneous or nonphysical roots of the Ray-
leigh equation.6–8 However, it will be shown here that the
complex conjugate roots of the Rayleigh equation in fact
give rise to aleaky surface wave.

III. THE ROOTS OF THE RAYLEIGH EQUATION

Let the roots of Eq.~17! be denoted byc. In general,c
will be complex:

c5cr1 jc i , ~18!

TABLE I. Solutions to the Rayleigh equation.

~1! j r.0, j i50 a r50,a i.0 b r50,b i.0
F;e2ua i uzej ujr ux Hz;e2ub i uzej ujr ux

~2! j r.0, j i,0 a r.0,a i.0 b r,0,b i,0
F;e( j uar u2ua i u)ze( j ujr u1uj i u)x Hz;e(2 j ubr u1ub i u)ze( j ujr u1uj i u)x

~3! j r.0, j i.0 a r,0,a i.0 b r.0,b i,0
F;e(2 j uar u2ua i u)ze( j ujr u2uj i u)x Hz;e( j ubr u1ub i u)ze( j ujr u2uj i u)x

~4! j r.0, j i,0 a r,0,a i,0 b r.0,b i.0
F;e(2 j uar u1ua i u)ze( j ujr u1uj i u)x Hz;e( j ubr u2ub i u)ze( j ujr u1uj i u)x

~5! j r.0, j i.0 a r.0,a i,0 b r,0,b i.0
F;e( j uar u1ua i u)ze( j ujr u2uj i u)x Hz;e(2 j ubr u2ub i u)ze( j ujr u2uj i u)x

FIG. 1. Schematical arrangement of the roots in the complexj-plane.
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wherecr is the real part andci is the imaginary part ofc. If
c is purely real (c5cr), j will be real @see Eq.~8!#. If addi-
tionally c is smaller than both the pressure wave speed and
the shear wave speed, i.e.,c5cr,cS,cP , a andb will be
purely imaginary. For the solution to be physical, Im$a%
5a i.0 and Im$b%5b i.0, thus the waves described by
these wave numberspropagatein the x-direction anddecay
in the z-direction. This solution represents the well-known
Rayleigh surface wave, first explored by Lord Rayleigh more
than a century ago.1 A solution of this form always exists,
independent of the Poisson ratio of a material.

For n,0.263, two more purely real roots of the Ray-
leigh equation exist. It can be shown that for these roots the
wave speed is always larger than the pressure wave speed,
cP . These two roots describe the angles of incidence at
which complete mode conversionoccurs. In the case of com-
plete mode conversion an incident shear wave, for example,
is completely reflected as a pressure wave, without inducing
a reflected shear wave component. Complete mode conver-
sion is physically possible only for materials with a Poisson
ratio smaller than 0.263 and occurs at two distinct angles of
incidence, defined by the two roots of the Rayleigh equation
~see also, for example, Graff6!.

If n.0.263, one real root and two complex conjugate
roots of the Rayleigh equation arise. The real root again
gives rise to the Rayleigh surface wave. For the complex
conjugate roots, the wave speed is complex,c5cr1 jc i , and
consequently also the wave numbers are complex:j5j r

1 j j i , a5a r1 j a i and b5b r1 j b i . It can be shown that
for the complex conjugate roots the real part of the wave
speed is always smaller than the pressure wave speed, but
larger than the shear wave speed,cS,Re$c%,cP .

Although c may be a solution to Eq.~17!, it does not
necessarily follow that also Eq.~15! is fulfilled. This is due
to the manipulation of Eq.~15! to arrive at Eq.~17!. In fact,
the complex conjugate roots of Eq.~17! do not represent
solutions to Eq.~16!. It can be shown, however, that they do
represent solutions to Eq.~15!, if the signs of the wave num-
bersa and b are picked correctly. It may be recalled that
according to Eqs.~6! and~7! the wave numbersa andb are
functions of the square root ofc2,

a56
v

cAc2

cP
2

2156~a r1 j a i !, ~19!

b56
v

cAc2

cS
2

2156~b r1 j b i !. ~20!

The sign in front of the square roots must be chosen accord-
ing to physical and causal constraints of the underlying prob-

lem. To obtain Eq.~16!, the positive sign has been assumed
for botha andb. However, it turns out that Eq.~15! is only
satisfied if, for the complex conjugate roots, both the real
part and the imaginary part ofa andb have opposite signs,
i.e., sign(a r)Þsign(b r) and sign(a i)Þsign(b i).

Figure 1 shows schematically the arrangement of the
roots in the complexj-plane. The possible solutions of the
Rayleigh equation are summarized in Table I, giving all pos-
sible combinations ofj, a andb. Only waves propagating
in the positivex-direction are considered. Five possible so-
lutions arise.

The first solution describes the Rayleigh surface wave.
For the second solution, both the pressure wave potential and
the shear wave potential,F andHy , propagate and increase
in the positive x-direction (j r.0, j i,0!. However, F
propagates and decays in the positivez-direction (a r.0,
a i.0), whereasHy propagates and decays in the negative
z-direction (b r,0, b i,0). For the third solution, the poten-
tials decay in thex-direction (j i.0). F now propagates and
increases in the negativez-direction (a r,0, a i.0),
whereas Hy propagates and increases in the positive
z-direction (b r.0, b i,0). For the fourth and fifth solution,
the signs ofa andb are reversed.

The behavior of the five possible solutions is best dem-
onstrated by calculating the wave fields for a medium with a
specific value of Poisson’s ratio. Assuming Poisson’s ratio to
be n50.4, the elastic wave fields are computed using Eqs.
~9!–~13!. The amplitude of the shear wave potential is cho-
sen to be unity, and the amplitude of the pressure wave po-
tential is computed with Eq.~14!. For n50.4, the pressure
wave speed exceeds the shear wave speed by a factor of
about 2.45:cP52.4495cS . The roots of Eq.~17! in terms of
the shear wave speedcS are

c5H 0.9422cS

~1.92761 j 0.3996!cS

~1.92762 j 0.3996!cS.
~21!

The resulting wave numbers are shown in Table II. All wave
numbers are expressed in terms of the longitudinal wave
number,kP5v/cP .

In Fig. 2, the displacements according to the five solu-
tions of the Rayleigh equation are plotted versusx andz. The
distance on the axes is normalized to the wavelength of the
Rayleigh surface wave,lR . The two columns show the hori-
zontal and vertical displacements,ux and uz . Pseudo-color
plots are used to display the wave fields, employing a loga-
rithmic scale with a dynamic range of 50 dB. Superimposed
with the horizontal displacement component is the real part

TABLE II. Solutions to the Rayleigh equation.

j5 a5 b5

~1! 2.5998kP j 2.3997kP j 0.8711kP

~2! (1.21842 j 0.2526)kP (0.40301 j 0.7636)kP (22.14482 j 0.1435)kP

~3! (1.21841 j 0.2526)kP (20.40301 j 0.7636)kP (2.14482 j 0.1435)kP

~4! (1.21842 j 0.2526)kP (20.40302 j 0.7636)kP (2.14481 j 0.1435)kP

~5! (1.21841 j 0.2526)kP (0.40302 j 0.7636)kP (22.14481 j 0.1435)kP
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of the complex Poynting vector, thus indicating the direction
of the energy flow. The upper edge of each plot corresponds
to the free surface.

First, the Rayleigh surface wave is shown. For the Ray-
leigh surface wave, the energy flow is seen to be parallel to
the surface. Both the horizontal and the vertical displace-
ments decay away from the surface. The second solution
describes a shear wave in which energy is carried toward the

surface. Close to the surface, the energy flows parallel to the
surface. The waves grow exponentially in thex- and
z-direction. The third solution is the converse of the second
one. This time, the energy flows from the surface into the
medium, and the waves decay in thex-direction. Again, close
to the surface the energy flow is parallel to the surface. The
fourth and fifth solution are similar to the second and third.
However, now a pressure wave propagates in the medium,
and the energy flows at a different angle with respect to the
surface. Also, the exponential growth is enhanced.

All of the five possible solutions described above can, in
certain cases, represent physical solutions. For example, if a
field distribution is created on the surface that matches the
field distribution of Solution~5! on the surface, waves simi-
lar to the ones described by Solution~5! would be induced in
the medium. If a field distribution is generated within the
medium that is equal to the field distribution of Solution~2!,
waves propagating toward the surface would be excited that
perfectly couple into a surface wave. Of course, the solutions
as described here would require an infinite medium and wave
fields of infinite extent that are nonzero at infinity, which
violates physical as well as causal constraints. However, over
a finite range all of these solutions can be excited with the
appropriate field distributions.

IV. WAVES DUE TO A LINE SOURCE ON THE
SURFACE

In the previous section, the solutions to the wave equa-
tion at a free-surface boundary have been described in a gen-
eral form. In this section, the wave fields due to a specific
excitation, a line source on the surface, are determined. The

FIG. 2. Horizontal and vertical displacements according to the five solutions
of the Rayleigh equation.

FIG. 3. Line source on the surface.

FIG. 4. Location of the poles and branch cuts in the complexj-plane for the
line-source problem.
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analysis presented here is largely based on the general math-
ematical description of Felsen and Marcuvitz.9

Figure 3 shows the underlying geometry. A line source is
placed on the surface atx50 and extends into the
y-direction. The line source excites the normal stress compo-
nenttzz. If harmonic time dependence is assumed, the dis-
placement fields due to a line source can be written in form
of an integral equation:6

ux~x,z!52
j

mpEP8

j

F0~j!

3@22abej bz1~b22j2!ej az#ej jx dj, ~22!

uz~x,z!52
j

mpEP8

a

F0~j!

3@2j2ej bz1~b22j2!ej az#ej jx dj, ~23!

where

F0~j!5~j22b2!214j2ab ~24!

is the Rayleigh equation. The amplitude of the excitation is
assumed to be unity.

A. General considerations

The integrals in Eqs.~22! and ~23! each represent an
inverse Fourier transform from the wave number domain
into the spatial domain. The integrands contain poles and
branch points. The poles are due to the roots of the Rayleigh
equation in the denominator. The branch points arise because
of the square root dependence ofa and b on j. They are
located at the roots ofa and b, at kP56(v/cP)2 and kS

56(v/cS)2 @see Eqs.~6! and ~7!#.
To compute the integrals, contour integration in the

complexj-plane must be applied. The integration must be
performed along the realj-axis. Figure 4 shows the location
of the poles and branch points in the complexj-plane. To
determine the waves propagating in the positivex-direction,
Eqs.~22! and~23! must be integrated along the pathP8. The
contour is closed at infinity. Only the poles and branch cuts
for Re$j%.0 are included in the integration contour~indi-
cated by the indentations ofP8), whereas the poles for
Re$j%,0 are excluded and, therefore, do not contribute to
the integral.

Due to the branch points, the integrands are not single-
valued. To make the integrands unique, a Riemann surface
for the j-plane is necessary, with branch cuts providing the
transition from one Riemann sheet to the other.9 The location
of the branch cuts in general is arbitrary, but defines the
disposition of those regions in the complexj-plane in which
for example Re$a%.0 or Re$a%,0. Figure 4 shows the top
Riemann sheet for Eqs.~22! and~23!. The signs of the wave
numbers on the top Riemann sheet must be chosen according
to physical and causal reasons. The integration along the real
axis determines the shear and pressure waves excited by the
line source. For the shear and the pressure waves to be
causal, they must propagate away from the source and vanish
at infinity. For this to be true, the wave numbers along the

real axis must be chosen such that Re$a%.0, Im$a%.0,
Re$b%.0 and Im$b%.0. It can be easily shown that in this
case the wave numbers in the entire second and fourth quad-
rant must behave in the same way. In the first and third
quadrant, the branch cuts must then be chosen such that
Re$a%,0, Im$a%.0, Re$b%.0 and Im$b%,0. This is true
becausea and b must be continuous across the real axis.
Thus, in the first and third quadrant, the pressure wave po-
tential propagates and increases in the negativez-direction,
whereas the shear wave potential propagates and increases in
the positivez-direction. It is evident that in the first quadrant
of the top Riemann sheet the wave numbers behave as de-
scribed for Solution~3! of the Rayleigh equation as indicated
in Table I. The poles on the top Riemann sheet correspond to
physically existing waves and, therefore, the pole associated
with Solution ~3! of the Rayleigh equation represents a
physical solution to the line-source problem. The pole in the
third quadrant is the equivalent to the pole in the first quad-
rant, but describes a wave traveling in the negative
x-direction. The two poles on the realj-axis are present on
all sheets and, consequently, also represent physical waves.
All other poles of the Rayleigh equation lie on different
sheets and, thus, are nonphysical for the line-source case.

It can be seen in Fig. 4 that four poles and four branch
cuts exist on the top Riemann sheet. The poles at6jR on the
real j-axis give rise to the well-known Rayleigh surface
wave. The complex poles at6jLS in the first and third quad-
rant describe leaky surface waves propagating to the right
and left, respectively. As described earlier, the leaky surface
wave couples into a plane shear wave. Both the leaky surface
wave and the shear wave that is fed from the surface wave
are inhomogeneous, which is indicated by the pole being
complex.

B. Steepest-descent approximation

To evaluate the integrals asymptotically in the far field,
the method of steepest descent shall be applied. To simplify
the procedure, the two terms of the integral are treated sepa-
rately. Dividing the integrals each into a pressure wave term
and a shear wave term, Eqs.~22! and ~23! are rewritten as

ux
S~x,z!52

j

mpEP8

j

F0~j!
~22ab!ej bzej jx dj, ~25!

ux
P~x,z!52

j

mpEP8

j

F0~j!
~b22j2!ej azej jx dj, ~26!

uz
S~x,z!52

j

mpEP8

a

F0~j!
2j2ej bzej jx dj, ~27!

uz
P~x,z!52

j

mpEP8

a

F0~j!
~b22j2!ej azej jx dj. ~28!

The total displacements equal the superposition of the pres-
sure wave component and the shear wave component:

ux~x,z!5ux
S~x,z!1ux

P~x,z!, ~29!

uz~x,z!5uz
S~x,z!1uz

P~x,z!. ~30!
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To facilitate the evaluation of the integrals, the complex
j-plane is transformed into the complexwS-plane for the two
shear wave terms, and into thewP-plane for the pressure
wave terms:

j5kS sin wS, ~31!

j5kP sin wP. ~32!

These transformations are single-valued.9 From the periodic-
ity of sin wS and sinwP it is evident that multiple values for
wS and wP correspond to a single value ofj. Thus, the
transformations can be used to map the entirej-plane with
its multiple Riemann sheets into adjacent strips of width 2p
in the wS- or wP-plane. The arrangement of the poles and
branch cuts of the top Riemann sheet in the complex

wS-plane andwP-plane are shown in Fig. 5. Here, the top
Riemann sheet is mapped into a strip reaching from2p to p
in the complexwS-plane for the shear wave terms, and simi-
larly for the pressure wave terms in the complexwP-plane.
The positions of the transformed Rayleigh wave pole and the
leaky surface wave pole in the complexwS- and wP-plane
are indicated bywR

S , wLS
S , andwR

P , wLS
P , respectively. The

transformed integration paths are denoted byPS andPP.
The separate transformations for the shear wave terms

and the pressure wave terms become necessary, because,
when the method of steepest descent is applied, the different
terms will give rise to different steepest-descent paths. By
applying the different transformations, the steepest-descent
paths will have a rather simple shape for both the shear wave

FIG. 6. Steepest-descent paths for~a! the shear wave terms in the complexwS-plane and~b! the pressure wave terms in the complexwP-plane.

FIG. 5. Location of the poles and branch cuts~a! in the complexwS-plane and~b! in the complexwP-plane.
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terms and the pressure wave terms, thus, making the
steepest-descent approximation considerably easier.

Applying the transformations, two of the branch cuts are
eliminated in each of the integrals in Eqs.~25!–~28!. For the
shear wave terms the branch cuts at6kS vanish, whereas for
the pressure wave terms the branch cuts at6kP are removed.
For the shear wave terms,b then reduces to

b5kS coswS, ~33!

and for the pressure wave termsa becomes

a5kP coswP. ~34!

Introducing polar coordinates,

x5R sin u, ~35!

z5R cosu, ~36!

Eqs. ~25!–~28! are rewritten as integrals in thewS- and
wP-plane:

ux
S~x,z!52

j

mpEPS

j

F0~j!
~22ab!

3ejkSR cos~wS2u!b dwS, ~37!

ux
P~x,z!52

j

mpEPP

j

F0~j!
~b22j2!

3ejkPR cos~wP2u!a dwP, ~38!

uz
S~x,z!52

j

mpEPS

a

F0~j!
2j2ejkSR cos~wS2u!b dwS,

~39!

uz
P~x,z!52

j

mpEPP

a

F0~j!
~b22j2!

3ejkPR cos~wP2u!a dwP, ~40!

whereu describes the polar angle measured from the surface
normal toward the propagation direction~see Fig. 3!. The
wave numbers in terms ofwS are

j~wS!5kS sin wS, ~41!

b~wS!5kS coswS, ~42!

a~wS!56AkP
2 2j~wS!2, ~43!

and in terms ofwP

j~wP!5kP sin wP, ~44!

b~wP!56AkS
22j~wP!2, ~45!

a~wP!5kP coswP. ~46!

The signs ofa(wS) andb(wP) must be chosen as described
earlier for the complexj-plane. Thus, in the shaded and
nonshaded regions of Fig. 5,a behaves just as in the shaded
and nonshaded regions of Fig. 4.

With the integrals transformed as described above, it is
relatively straightforward to apply the method of steepest
descent. For the method of steepest descent, the integration

pathsPS andPP are deformed into new paths, thesteepest-

descent paths PS̄ andP̄P, respectively. The new path is cho-
sen such that the dominant contribution to the integral arises
from only a small section of the path. To achieve this, the
path is deformed such that it passes through the saddle point
of the integrand. Away from the saddle point it follows the
direction in which the integrand decays most rapidly. Along
this path, the integrand will then be negligible everywhere
but around the saddle point, and the integral can be approxi-
mated by the contribution from the integrand in the vicinity
of the saddle point.

The path of steepest descent is a path of constant phase.9

For integrals in the form of the ones in Eqs.~37!–~40!, the
steepest-descent path is given by

Re$wS,P%2u5cos21~sech~ Im$wS,P%!!. ~47!

The procedure is the same for the shear wave terms and the
pressure wave terms. In Fig. 6, three steepest-descent paths
are shown each for the shear wave terms in thewS-plane,
P̄1

S , P̄2
S , P̄3

S , and for the pressure wave terms in the
wP-plane, P̄1

P , P̄2
P , P̄3

P . Each steepest descent path corre-
sponds to a different propagation~polar! angle. The saddle
point in each case is located at the intersection of the
steepest-descent path with the realwS- or wP-axis, respec-
tively. Physically, the contributions from the saddle points
describe the pressure and the shear waves in the far field .

When the original integration path is deformed into the
steepest-descent path, care has to be taken whether poles or
branch cuts are crossed during the deformation. According to
Cauchy’s theorem, if a singularity is crossed during the de-
formation from one integration path into another, the contri-
bution from the contour integral around the singularity must
be included into the total integral. For example, whenPS in
Fig. 6 is deformed into the steepest-descent pathP̄1

S , no
singularities are crossed during the deformation. However,
for P̄2

S , the integrals around the branch cut,P̄b , and around
the pole atwR

S must be included. ForP̄3
S , the branch cut

integral as well as the integrals around the poles atwR
S and

wLS
S contribute to the total integral.

The contour integrals around the singularities in both the
wS- and thewP-plane give rise to different types of waves.
The integral around the branch cut in thewS-plane describes
a lateral wave. The lateral wave is a plane shear wave in-
duced by the pressure wave propagating along the surface. It
appears only if the polar angle exceedsuL

S5sin21(kP /kS),
because, mathematically, the branch cut integral contributes
to the total integral only foru.uL

S . It can be shown that the
integral around the branch cut in thewP-plane is approxi-
mately zero and, thus, it does not contribute to the total in-
tegral. The integrals around the poles give rise to the Ray-
leigh surface wave and the leaky surface wave. They exist
only for u.uR

S and u.uLS
S in the wS-plane, and foru.uR

P

andu.uLS
P in thewP-plane. The total Rayleigh surface wave

and the total leaky surface wave are comprised of the super-
position of the contributions from the integrals around the
singularities both in thewS-plane andwP-plane. The angles
uR

S,P and uLS
S,P are easily obtained by insertingwR

S,P

5sin21(jR/kS,P) andwLS
S,P5sin21(jLS /kS,P) into Eq. ~47!.
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The integrals are now approximately determined using
the method of steepest-descent. Five separate wave types
arise: the bulk shear wave, the bulk pressure wave, the Ray-
leigh surface wave, the leaky surface wave and the lateral
wave. A detailed description of the steepest-descent method
is given, for example, by Felsen and Marcuvitz.9

Using the method of steepest-descent, the shear wave in
the far field comes out to be

ux~R,u!uShear5
j

mp
A2p

kSR

ej ~kSR2p/4!

F0~kS sin u!

•2AkP
2 2kS

2 sin2 u kS
3 sin u cos2 u, ~48!

uz~R,u!uShear5
2 j

mp
A2p

kSR

ej ~kSR2p/4!

F0~kS sin u!

•2AkP
2 2kS

2 sin2 u kS
3 sin2 u cosu. ~49!

For the pressure wave,

ux~R,u!uPressure5
2 j

mp
A 2p

kPR

ej ~kPR2p/4!

F0~kP sin u!

•@kS
222kP

2 sin2 u#kP
2 sin u cosu,

~50!

uz~R,u!uPressure5
2 j

mp
A 2p

kPR

ej ~kPR2p/4!

F0~kP sin u!

•@kS
222kP

2 sin2 u#kP
2 cos2 u. ~51!

The Rayleigh surface wave and the leaky surface wave
are derived from the contour integral around the respective
poles of the Rayleigh equation. Using contour integration,
the Rayleigh wave is described by

ux~R,u!uRayleigh5
2jR

mF08ujR

@U~u2uR
S!

•~22aRbR!ej bRR cosu1U~u2uR
P!

•~bR
22jR

2 !ej aRR cosu#•ej jRR sin u, ~52!

uz~R,u!uRayleigh5
2aR

mF08ujR

@U~u2uR
S!•2jR

2ej bRR cosu

1U~u2uR
P!•~bR

22jR
2 !ej aRR cosu#

•ej jRR sin u, ~53!

where

F08ujR
54jR~jR

22bR
2 !18jRbRaR24jR

3S bR

aR

1
aR

bR
D .

~54!

F08ujR
is the derivative of the Rayleigh equation with respect

to j at j5jR , and U(u2uR
S,P) is the Heaviside unit step

function;aR , bR , andjR describe the wave numbers of the
Rayleigh wave~see Table II!. The result for the leaky surface
wave is determined in exactly the same way and is obtained
by simply replacinguR

S,P , jR , aR andbR by uLS
S,P , jLS , aLS

andbLS , i.e., inserting the wave numbers for the leaky-wave
pole instead of the Rayleigh wave pole.

The lateral wave is defined by the integral around the

branch cut,P̄b in Fig. 6. Following Felsen and Marcuvitz,9

the integral is asymptotically approximated to become

FIG. 7. Waves due to a point source on the surface. From top to bottom:
shear wave, pressure wave, Rayleigh surface wave, leaky surface wave,
lateral wave.
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ux~R,u!uLateral5U~u2uL
S!•

223/2/~mAp!

@kSRusin~u2uL
S!u#3/2

•

~sin uL
S!3/2~cosuL

S!5/2

~2 sin2 uL
S21!2

•ejkSR cos~u2uL
S

!1 j 3/4p, ~55!

uz~R,u!uLateral5U~u2uL
S!•

23/2/~mAp!

@kSRusin~u2uL
S!u#3/2

•

~sin uL
S!5/2~cosuL

S!3/2

~2 sin2 uL
S21!2

•ejkSR cos~u2uL
S

!1 j 3/4p. ~56!

C. Example

Equations~48!–~56! give the asymptotic far-field ap-
proximations for the wave fields excited by a harmonic line
source on the surface. To determine the wave fields for a
specific excitation in the time domain, the results must be
transformed from the frequency domain into the time domain
and convolved with the excitation function. The inverse-
Fourier transform is given by

û~R,u,t !5E
v52`

1`

G~v!•u~R,u,v!•e2 j vt dv. ~57!

Here, G(v) represents the Fourier transform of the excita-
tion function. To obtain the particle velocity rather than the
displacement, the displacement is differentiated with respect
to time:

v̂~R,u,t !5E
v52`

1`

G~v!•u~R,u,v!•~2 j v!e2 j vt dv.

~58!

In the following, a differentiated Gaussian pulse is used as
excitation, with its Fourier transform

G~v!52 jA2pt0
2v•e0.520.5~vt0!2

, ~59!

where t0 describes the width of the pulse. The particle ve-
locity is determined here, because the analytical results are to
be compared to numerical results, and the numerical finite-
difference code that has been developed for this purpose
computes the particle velocity rather than the particle dis-
placement.

The wave fields excited by a differentiated Gaussian
pulse are computed for a material with a Poisson ratio ofn
50.4. The wave fields are calculated according to Eqs.~48!–
~56! and then transformed into the time domain using Eq.
~58!. In Fig. 7, the separate wave fields throughout the half

FIG. 8. Finite-difference results; com-
parison to asymptotic solution.
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space are plotted for one instant in time, ten milliseconds
after their excitation. The plots show, from top to bottom, the
shear wave, the pressure wave, the Rayleigh surface wave,
the leaky surface wave, and the lateral wave. A logarithmic
color scale is used, ranging from dark red~0 dB! over yellow
and green to blue~240 dB!. The top of each plot coincides
with the surface of the medium. The source is located on the
surface, at the center of each plot.

The shear wave and the pressure wave exhibit cylindri-
cal wave fronts. They both vanish at the surface. The Ray-
leigh surface wave is confined to the surface and decays into
thez-direction. The leaky surface wave propagates along the
surface with a speed greater than the one of the shear wave,
but smaller than the speed of the pressure wave. It feeds an
inhomogeneous plane shear wave. The angle that the shear
wave makes with the surface is approximately defined by

gLS5sin21~Re$jLS%/kS!. ~60!

Due to the coupling into the shear wave, the leaky wave
‘‘leaks’’ energy into the medium and decays in its propaga-
tion direction. The lateral wave propagates at an angle of
approximately

gL5uL
S5sin21~kP /kS!. ~61!

The artifacts that are especially visible for the lateral wave
are due to the Fourier transform algorithm that is being used.

Figure 8 shows the wave fields due to a line source on
the surface at one instant in time as determined numerically
with the finite-difference time-domain~FDTD! algorithm.
The wave fields are plotted at the top on a logarithmic color
scale on a cross section through the half space and at the
bottom on a linear scale along four radial lines, correspond-
ing to four distinct propagation angles, as a function of the
distance from the source. Again, a material with a Poisson
ratio of 0.4 is assumed. With careful inspection, the five dif-
ferent wave types are distinguishable. The differences be-
tween the FDTD result and the asymptotic approximation are
mainly due to the fact that the asymptotic approximation
describes the waves in the far field, whereas the FDTD com-
putations show the waves in the near field. Results essen-
tially identical to the FDTD results have been obtained when
integrating Eqs.~22! and ~23! numerically rather than ap-
proximating the integrals asymptotically.10

To obtain a better picture of the behavior of the various
waves at the surface, the particle motion due to the different
surface waves is analyzed. For this, the wave fields of the
Rayleigh surface wave, the leaky surface wave and the lat-
eral wave are computed using Eqs.~52!–~56! for harmonic
time-dependence, and hodograms of the particle motion at
the surface are generated. In these hodograms, the vertical
displacement along the surface is plotted versus the horizon-
tal displacement. The hodograms are shown in Fig. 9. As it is
well-known, the particle motion due to a Rayleigh surface
wave is retrograde~counterclockwise! in nature@Fig. 9~a!#.
This is caused by a phase shift between the horizontal and
the vertical displacement component: the horizontal dis-
placement is lacking 90 degrees in phase behind. The
hodogram also indicates that the Rayleigh wave does not
decay as it propagates along the surface. The particle motion

due to the leaky surface wave is prograde~clockwise!,
caused by the horizontal displacement being ahead in phase
of the vertical displacement@Fig. 9~b!#. Clearly, the leaky
surface wave decays as it travels along the surface. For the
lateral wave, the displacement components are in phase, and
the hodogram shows a diagonal line@Fig. 9~c!#. The lateral
wave also decays as it propagates along the surface. The
prograde and retrograde particle motions of surface waves

FIG. 9. Hodograms of the particle motion at the surface. Plots for the ver-
tical displacement vs the horizontal displacement for~a! the Rayleigh sur-
face wave,~b! the leaky surface wave, and~c! the lateral wave.
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have also been observed experimentally by, for example,
Smith et al.3

V. CONCLUSIONS

This paper gives a detailed theoretical description of the
existence of a leaky surface wave in an isotropic homoge-
neous solid. The leaky surface wave is shown to arise from
the complex conjugate roots of the Rayleigh equation. It ex-
ists only for materials with a Poisson ratio larger than about
0.263. The leaky surface wave propagates along the surface
with a wave speed smaller than the pressure wave, but larger
than the shear wave. Due to matching tangential wave vec-
tors at the surface, it couples into a plane shear wave directed
into the medium. Both the surface wave and the plane shear
wave are, because of the coupling, inhomogeneous. It is
demonstrated that a normal line source on the surface of an
infinite half-space in fact excites the leaky surface wave. The
far field expressions for the leaky surface wave are given and
are compared to numerical results obtained by using the
finite-difference time-domain method. The particle motion
on the surface due to the leaky surface wave is prograde
~clockwise!, contrary to the well-known Rayleigh surface
wave which induces a retrograde~counterclockwise! particle
motion.
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Small-slope scattering from rough elastic ocean floors:
General theory and computational algorithm
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In this article acoustic scattering by a random rough interface that separates a fluid incident medium
from an underlying uniform scattering medium, either fluid or elastic solid, in cases for which the
Bragg scale lies within the power-law tail of the roughness spectrum is dealt with. The physical
foundation is an inherently reciprocity-preserving, local small-slope theory. A fully bistatic
formulation is developed for the scattering strength, together with a robust numerical
implementation that allows a wide range of spectral exponent values. The practical result for ocean
acoustics is a significantly improved description of the interface component of sea floor scattering.
Calculations are presented to demonstrate the advantage of this approach over perturbation theory,
and to illustrate its dependence on frequency and environmental parameters as well as its operation
in bistatic geometries. @DOI: 10.1121/1.1412444#

PACS numbers: 43.20.Fn, 43.30.Hw@DLB#

I. INTRODUCTION

Bottom scattering usually dominates the reverberation of
active systems in shallow water. Although it is important for
many practical purposes to have a quantitative assessment of
the separate contributions from the principal sources of bot-
tom scattering~the water/sediment interface, sub-bottom vol-
ume inhomogeneities, basement roughness!, this can be ex-
tremely difficult to obtain. The basic reason~aside from a
general lack of information about the values of operationally
relevant geoacoustic parameters! is a scarcity of physics-
based scattering models that are sufficiently comprehensive
and flexible to make diagnostic predictions of this kind. In
this article we provide such a model for what is often the
most important component of bottom scattering—the contri-
bution from the rough water/sea floor interface.

A. Background

As sampled by low-to-mid-frequency acoustic fields~20
Hz–10 kHz!, most of the world’s ocean floor is an effec-
tively single-valued rough interface that separates the water
from an acoustically fluid sedimentary bottom or from ex-
posed rock that behaves as an elastic solid. In some places,
sound can penetrate a relatively flat sediment cover and then
scatter from a rough rock basement. In this article we address
such scattering—from rough bottoms that remain effectively
single valued down to the acoustic wavelength scale—which
we consider to be a major contributor to the overall bottom-
scattering problem. Of course, non-single-valued bottoms do
occur ~e.g., rocky bottoms with deep wavelength-scale hol-
lows and fissures, and cobbled or gravelly bottoms ensoni-
fied at high frequency!; however, the apparent interface scat-
tering from them turns out to be a type of volume scattering
that is properly modeled by other means~e.g., a theory de-
veloped by Jackson and Ivakin1,2!, and such interface-

generated effects should be distinguished from the compet-
ing phenomenon of true volume scattering by sub-bottom
inhomogeneities.3,4

In the past, scattering from rough bottoms has been
modeled using perturbation theory in the elastic case,5 and
using either the Kirchhoff approximation~for interfaces that
vary slowly on the acoustic wavelength scale! or composite
models~for interfaces with both slow and wavelength-scale
variations! in the fluid case.6,3 Although the underlying theo-
ries are not inherently restricted to backscatter, the published
work, with certain notable exceptions such as Ref. 21, has
dealt exclusively with that case.

Scattering from the air–sea interface is the simplest
rough-surface scattering problem commonly found in under-
water acoustics, and during the 1980’s it was also the aspect
of the problem of most immediate interest. Consequently,
important innovations to the theory of acoustic scattering
from rough surfaces emerged in this context. The genesis of
the small-slope approximation counts among the most sig-
nificant of these advances. This theory was originated by
Voronovich7,8 for the Dirichlet problem, and was later stud-
ied in the context of a new scattering formalism constructed
by Dashenet al.9–11and by Berman and Dacol.12 These stud-
ies demonstrated that the small-slope approximation im-
proves on the composite model in a number of ways. It mod-
els the effects on scattering from both the wavelength scale
and the larger scales, and furthermore seamlessly connects
the two by correctly modeling the intermediate scales. Its
derivation is systematic, in contrast to the composite model,
for example, which requires anad hocchoice for the bound-
ary between large and small waves. It is also easier to imple-
ment than the composite model. In summary, the small-slope
approximation, ‘‘... in many respects, solves the problems of
a unified description of wave scattering at rough surfaces in
the framework of a single method and, in a sense, unifies the
@method of small perturbations# and @tangent plane~Kirch-
hoff! approximation#....’’ 8 It is significant that Dashen’s for-
malism makes it relatively simple to derive the small-slopea!Electronic mail: robert.gragg@nrl.navy.mil
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formulation; however, this is true only for the lowest order,
whereas Voronovich’s original approach inherently points to
a method for calculating higher orders.

In the early 1990’s, Berman derived a small-slope scat-
tering theory for the fluid–elastic interface.13 Following the
approach pioneered by Voronovich, he postulated a basic
form for the scattering amplitudeT, and then forced this
form into order-by-order agreement with the corresponding
perturbative result that he had developed earlier with
Dacol.14 Beyond the term that turns out to be numerically
equivalent to the result that will be obtained in this paper
~which we call the ‘‘basic small slope’’ or later simply the
‘‘small slope’’!, Berman got a further term that is manifestly
good to first order in the slope/curvature expansion.~The
basic small slope is ostensibly good only to zeroth order in
this expansion, but we will soon see that this is far too pes-
simistic.! In fact, Berman notes that the manifestly second-
order correction term vanishes so that his results are actually
valid all the way up to this order. The correction terms in-
volve such nonlocal effects as diffraction, multiple scatter-
ing, and shadowing. His Monte Carlo numerical studies on
the one-dimensional~1-D! problem demonstrate that shear is
indeed important and that the basic small-slope approxima-
tion generally gives excellent results unless the incident field
hits a very rough elastic surface at the Rayleigh angle.~That
particular circumstance involves a resonant interaction with a
leaky interface wave, which is not handled well by the basic
small slope theory.!

Yang and Broschat extended Berman’s result to stochas-
tic rough surfaces,15 obtaining a ‘‘zeroth-order’’ term for the
cross section (s}^uTu2&) that once again corresponds to the
basic small-slope result. They carried out a numerical analy-
sis of this term for the 1-D problem, imposing both Gaussian
and cutoff power-law spectra. They compared their small-
slope results to first-order perturbation theory and to the
Kirchhoff approximation~and also to the exact solution for
the cutoff power law, which exists for this problem though
not in two dimensions!. Their results confirmed that the basic
small-slope approximation indeed holds promise as a tech-
nique for calculating scattering from rough elastic surfaces.

Even though the basic small slope is sometimes called a
‘‘zeroth-order’’ theory, it, in fact, represents a higher-order
correction to perturbation theory. Consider the deterministic
scattering amplitudeT. By construction, the basic small
slope already subsumes first-order perturbation theory. By
considering the consequences of a finite translation, one can
demonstrate that it also includes the effect of the surface
height alone to all orders.16,17 Thus, the next term must be
second order and must involve the slope~or a more general-
ized definition for the slope such as a difference between
surface heights, which can be expanded into a Taylor series
with the slope appearing in the lead term!. In fact, since it
can be shown that a manifestly reciprocal form for the scat-
tering amplitude corresponding to a fluid–elastic interface
exists,17 an argument that has been applied to the formalism
for Dirichlet boundary conditions~Ref. 18, Secs. I A and I B!
can also be applied to the fluid–elastic case to show that the
‘‘first-order’’ correction to the basic small slope, in fact, goes
as thesquareof the generalized slope. To compare thesto-

chastictheory for the small-slope expansion to the stochastic
perturbation theory expansion, consider the fact that the cor-
rections in the scattering amplitude associated with slope/
curvature begin at second order. The nonspecular contribu-
tion to stochastic theory must involve cross terms between
the scattering amplitude and its complex conjugate, so the
correction term associated with slope/curvature must begin at
third order, as measured by perturbation theory. Finally, note
that random rough surfaces are usually assumed to follow
Gaussian statistics. For such surfaces, all expectation values
of products involving odd powers of terms associated with
the surface height vanish, so the ‘‘zeroth-order’’ small slope
encompasses third-order perturbation theory and~most sig-
nificantly! includes all orders that are purely in the surface
height.

In 1997, Broschat and Thorsos carried19 out a numerical
analysis of the higher-order corrections to the basic small-
slope approximation for the Dirichlet problem with a Gauss-
ian interface. Under demanding conditions, they found the
basic small slope approximation to be quite accurate in the
forward direction, though somewhat less so in the backward
direction. However, experience with the basic small slope in
realistic problems such as backscatter from the air–sea inter-
face indicates that it is very often quite adequate, even in
backward directions.20

The starting point for the formalism developed below is
an alternative form of the basic small slope derived by
Wurmser.17 The derivation is based on an expression for the
change in the scattering amplitude that results from a change
in the reference surface,h(x,y)→h(x,y)1dh(x,y). By
considering the properties that must accompany a finite
translation, this expression, which is initially only valid to
first order indh, is used to generate an expression good to
infinite order in powers that involve only the surface height.
The basic small slope then emerges when the formalism is
applied to a quasiplanar rough surface and the reference sur-
face is chosen to be its average plane. This approach is more
transparent than the traditional derivation of the small-slope
approximation, and it has one other advantage. The two must
ultimately be equivalent, and both must somehow obey the
reciprocity condition; however, Wurmser’s version of the
small slope manifestly exhibits the property while Berman’s
does not~as noted in Ref. 13!. ~We have verified that in the
proper limit, the reciprocal small-slope approximation re-
duces to a perturbation theory that agrees numerically with
the elastic-bottom perturbation formulation obtained by
Essen,5 although the equivalence of the analytic expressions
is not readily apparent in this case either.! The manifestly
reciprocal formulation has the advantages of simpler analytic
form and easier numerical implementation.

In this article we perform a comprehensive study of the
full bistatic theory formulated so that the inputs are a mini-
mal set of geoacoustic parameters. Specifically, an azimuth-
invariant spectrum with a power-law tail will be used for the
rough bottom. The associated correlation function will be
expanded, and that expansion will be truncated at an order
where the expression for the scattering amplitude is sensitive
to the tail of the spectrum but not the peak. This is significant
because, although empirical descriptions of the tail have
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been tabulated for some types of rough ocean bottoms, no
such taxonomy has even been attempted for the spectral
peak.

B. Outline of the article

We develop a bistatic model for the interface component
of bottom scattering based on local small-slope theory and
incorporating shear. The physical quantity of interest issn ,
the nonspecular component of the scattering strength. In the
remainder of this Introduction we briefly motivate our adop-
tion of a small-slope approach and introduce some prelimi-
nary material. In Sec. II we review the small-slope theory of
the scattering amplitude for a rough interface on an elastic
bottom. We then reduce this to the fundamental formsn

5P3I in which P is an algebraic prefactor that depends on
the geoacoustic properties of the bottom andI is a scattering
integral that involves the roughness spectrum of the inter-
face. Given Wurmser’s recent determination of the form ofP
for elastic bottoms,17 the only remaining task is the calcula-
tion of I. For this, we take the spectrum to have a power-law
form ‘‘where it counts’’~within a broad band of wave num-
bers containing the Bragg region! and invoke analytic tech-
niques adapted from the sea-surface analysis of Dashen
et al.9 This yields a simplified expression forI that depends
on only two quantities—the spectral exponentg2 and a com-
posite parametera. Unfortunately, even this simpler form
remains analytically intractable. In Sec. III, we develop a
novel method of evaluating it numerically for arbitrarya
throughout a broad operational range of the spectral expo-
nent, 2.4<g2<3.9. In Sec. IV we present the results of nu-
merical trials that point up the differences between the small-
slope and perturbative expressions forsn , and examine the

dependence on frequency, scattering geometry, and environ-
mental parameters. A summary and conclusions are provided
in Sec. V.

C. Small-Slope versus perturbation theories

We are dealing with Bragg scattering from a random
interface with a roughness,h, whose statistics we assume to
be characterized by a power-law wave number spectrum
S(k)}k2g2. Figure 1 schematically illustrates why for small
values of the spectral exponentg2 , perturbation theory
should work well, at least when the grazing angleu is not
large, whereas largerg2 values will require a small-slope
approach. In the top panel, a particular pair of wave numbers
is marked by vertical lines labeled ‘‘ripple’’ and ‘‘swell.’’
These designations are borrowed from sea-surface terminol-
ogy: the ripple is the Bragg component and the swell has a
much longer wavelength. The broken lines are spectra with
the same Bragg-scale value~d! but different exponents, the
larger exponent corresponding to a larger swell component—
~h! for g253.9 versus~s! for g253.1. The other two pan-
els depict surface roughness on the two length scales.~Note
that they use different scales on theirh axes.! The middle
panel contains a Bragg-scale ripple characteristic of both
spectra, and the bottom panel has swell-component realiza-
tions for each of theg2 values. A rough criterion for the
validity of perturbation theory isQzh,1, whereQz is the
change in the acoustic wave number’s vertical component
due to scattering. For backscatter in water with sound speed
cw , the condition is sinu,cw /(4pfh). We consider the situ-
ation at a moderately low frequency,f 53.5 Hz, for which
the ripple component clearly presents no problem. Withonly
that component present, the surface is comparable to a planar

FIG. 1. Illustration for comparing
small-slope and perturbation theories,
as described in the text. Note the dif-
ferent vertical scales on the two lower
panels.
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diffraction grating and perturbation theory is perfectly ad-
equate. For the swell component, however, a perturbation
approach will be dependable below 60° in theg253.1 case
and only below 15° forg253.9. For the smaller spectral
exponent, the swell-plus-ripple surface is analogous to a dif-
fraction grating whose ground plane merely has a slight un-
dulation. For the larger one, it is more like a grating in-
scribed on a fun house mirror: the ground plane of the
grating has long-wavelength undulations with significant am-
plitudes but only moderately small slopes and negligible cur-
vature. The physical mechanism redirecting the incident field
into nonspecular directions is still Bragg scattering from the
ripple. The ripple has just been lifted and slightly tilted by
the underlying swell. First-order small-slope theory, which is
valid to all orders inh and to first order in its slope, and
which neglects swell-scale curvature, is designed to handle
just such cases.

Although the above discussion has been a qualitative
one based on an oversimplified two-point spectrum, we will
see that its central implications are borne out. At smallg2 ,
where the small-slope and perturbation theories should both
be valid, they do, in fact, agree up to fairly high grazing
angles~except in near-specular cases, where the latter di-
verges!. For largeg2 , the two theories disagree, the differ-
ence being the greatest at higher grazing angles. In this re-
gime only small slope remains valid. We should re-
emphasize here that we are expounding alocal theory, which
would not be able to handle the shadowing that would occur
at very low angles ifg2 became extremely large.

D. Preliminaries

We indicate 3-D vectors by arrows and their 2-D hori-
zontal projections by boldface@e.g., rW5(r ,z), kW5(k,kz)#.
Plain symbols denote the magnitudes of 2-D components
~e.g., r 5ur u, k5uku!. The functionz5h(r ) defines a rough
but single-valued surface as measured from its average
plane,z50.

The incident and scattered wave vectors are specified in
the customary modified spherical coordinates~Fig. 2!:21 kW

5(Kw ,fin ,uin) and qW 5(Kw ,fout,uout) in which Kw is the
wave number in the water, 0<f<2p is an azimuth, and
0<u<p/2 is a grazing angle. Their difference iskW2qW 5QW .
Specular scattering corresponds to (fout,uout!5~fin ,uin), i.e.,
QW 5(0,2kz); backscatter is specified by (fout,uout!
5~fin1p,uin), i.e., QW 52kW .

We will repeatedly use the integral

E
0

`

J0~ht !tp dt5
2p

h11p

G~ 1
2 1 1

2 p!

G~ 1
22 1

2 p!
. ~1!

The left-hand side is a Mellin transform22 and the right-hand
side is its analytic continuation23 beyond the strip of analyt-
icity 21,Re(p),1

2. As a function ofp, this has its zeros at
the odd positive integers and its poles at the odd negative
integers.

II. ROUGH-INTERFACE SCATTERING

A. Scattering amplitude

The small-slope scattering amplitudeT(qW ,kW ) for a given
rough interfaceh(r ) between two media is given by@Ref. 9,
Eq. ~13!#

T5 i
b

Qz
E @eiQW "rW#z5h~r ! d2r1O~g2,z2!, ~2!

in which g and z are the slope and curvature ofh ~i.e., g
5u]h/]r u and z5l/R, where l is the wavelength of the
incident field andR is the radius of curvature of the inter-
face!. b is determined by the acoustoelastic continuity that is
physically inherent at the interface. In idealized cases where
this continuity is replaced by imposed boundary values,b
assumes simple forms~e.g.,b54kzqz in the pressure-release
limit 9!. Retaining the full physical continuity, however, pro-
duces surprisingly complicated expressions. Wurmser17 gives
a comprehensive treatment for two elastic media and deals
with all the limiting forms.

For the fluid/elastic–solid case, the fully bistatic result
for b is found as follows. With thez axis pointing upward, a
general downgoing wave in the water will have a wave vec-
tor of the form kW 5(k,kz) with real k, negativekz , and
kW "kW 5Kw

2 , in which Kw5v/cw in terms of the water sound
speedcw . This wave will connect to bottom waves that have
wave vectorskW p5(k,kpz) and kW s5(k,ksz), with kW p"kW p

5Kp
2 andkW s"kW s5Ks

2, for which Kp5v/cp andKs5v/cs in
terms of the compressional and shear sound speedscp and
cs . Their vertical components arekpz52AKp

22uku2 and
ksz52AKs

22uku2. In this context, we define the functions
@Ref. 17, Eqs.~3.15!, ~3.22!#

a~kW !5%
kz

kpz
S 124

uku2

Ks
2

ksz

Ks

ksz2kpz

Ks
D , ~3a!

b~kW !5%
kz

kpz
S 122

uku2

Ks
2 D , ~3b!

j~kW !5
kz

kpz
S 122

kW p"kW s

Ks
2 D , ~3c!

FIG. 2. Incident vector kW5(Kw ,f in ,uin) and scattered vectorqW
5(Kw ,fout ,uout).
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in which %5rb /rw is the bottom/water density ratio. Two
downgoing waves in the water are of particular importance
to the scattering problem, namely, the incident wave withkW

5kW and the time-reversed scattered wave withkW 52qW . With
these indicated by the subscripts 1 and 2@e.g.,a15a(kW ) and
a25a(2qW )#, the bistatic result for a fully elastic bottom is

b5@4~12% !~kzqz1k"qj1j2!18%~k"q/Ks!
2j1j2

24k"q~a12j1!~a22j2!14Kw
2 a1a2

12Ks
2~a12b1!~a22b2!/%24Kp

2b1b2 /%#/

@~11a1!~11a2!#. ~4!

When the media are not homogeneous, as assumed here, this
expression should still apply provided local parameter values
~those prevailing within a few wavelengths of the interface!
are used. Note thatT(2kW ,2qW )5T(qW ,kW ), an indication of
the reciprocity built into the theory.17

B. Scattering strength

We takeh(r ) to be a stationary Gaussian random pro-
cess. The scattering cross section in the limit of large ensoni-
fied area is Rayleigh distributed, and scattering is describable
in terms of the ensemble-average cross section§
5^uT/4pu2& ~per unit solid angle in theqW direction!. With
second-order terms neglected, Eq.~2! yields @Ref. 9, Eq.
~31!#

§5U b

4pQz
U2E E eiQ"~r2r8!^eiQz@h~r !2h~r8!#&d2r 8 d2r .

~5!

The average in the integrand can be expressed as9

^eiQz@h(u)2h(v)#&5e2Qz
2
@C(0)2C(u2v)#, in which C(r )

5^h(r ),h(r1Dr )& is the correlation function of the surface
roughness.24 The average cross section for the rough surface
is thus@Ref. 9, Eq.~37!#

§5U b

4pQz
U2E E eiQ"~u2v!2Qz

2
@C~0!2C~u2v!#d2u d2v. ~6!

An orthogonal coordinate transformation (u,v)°@ 1
2(u1v),

u2v)5
def

(w,r ), together with the introduction of a beamwidth
to ensure that*(¯)d2w remains finite, yields the average
scattering cross sectionper unit area ~i.e., the scattering
strength! @Ref. 9, Eq.~40!#,

s5U b

4pQz
U2E eiQ"re2Qz

2
@C~0!2C~r !# d2r . ~7!

The maximum correlation occurs at zero separation,uC(r )u
<C(0)5hrms

2 , and sinceh(r ) is a wide-band process,C(r )
ought to be concentrated within a correlation length of that
point ~within the diskr ,r cor!. Thus, forr @r cor, one should
find C(r ) becoming negligible so that the exp$2Qz

2@C(0)
2C(r )#% factor in the integrand is well approximated by the
constant exp$2(Qzhrms)

2%. That indicates a delta-function di-
vergence that may be separated out. Once this is done, Eq.
~7! can be rewritten in terms of explicitly specular and non-
specular contributions@Ref. 9, Eq.~41!#,

s5U b

4pQz
U2

e2~Qzhrms!
2H ~2p!2d~Q!

1E eiQ"r@eQz
2C~r !21#d2r J 5

def

ss1sn , ~8!

an expression originally obtained by Voronovich7,8 for the
pressure-release case. The singularity is confined to the
specular part,ss . In this article, we are interested in the
nonspecular part,sn .

In both theoretical and applied work, the correlation is
usually obtained from the spectrum,C(r )5* eik"rS(k)d2k.
The agenda is to start withS(k), then determineC(r ), and
finally obtain sn from Eq. ~8!. This means working out a
sequence of two 2-D Fourier transforms. As will be seen
below, even with the surface symmetry exploited to reduce
these to 1-D Hankel transforms, some finesse is required to
produce a useful result.

C. Isotropic roughness case

Since the roughness isisotropic, C(r ) and S(k) really
only depend on themagnitudesof their arguments, and thus
may be written as simplyC(r ) andS(k). In this case we are
left with the Hankel transforms,

C~r !52pE
0

`

J0~kr !kS~k!dk, ~9!

~10!
For later convenience, we designate the indicated integrand
factor asB.

Using the dimensionless rangey5Qr, we may rewrite
Eq. ~10! as the product

sn5P3I , ~11!

in which P is the algebraic factor,

P5
1

8p U b

QzQ
U2

, ~12!

and I is the spectral integral,

I 5E
0

`

J0~y!yB~y!dy. ~13!

Jackson and co-workers have obtained expressions like Eq.
~11!, the difference being that they use a Kirchhoff approxi-
mation for P @Ref. 6, Eq.~38!#, @Ref. 21, Eq.~11!#. Recent
work, however, has turned to small-slope methods.25–29 @In
the backscatter geometry, Essen’sT ~an intensity transfer
function, not a scattering amplitude! is related toP via T
52pP3(4 cotu)2 @Ref. 5, Eqs.~24! and ~25!#. This factor-
ization ofsn is natural and convenient in two respects. First,
except for their common dependence on the scattering geom-
etry, the two factors depend on separate physical quantities
~Table I!. P is a function of the bottom’s material properties
but is independent of interface roughness and frequency;I
depends on the roughness and frequency, but not the bottom
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properties. Second, althoughP already has an easily imple-
mented analytic form,I is still formulated as a double inte-
gral involving the roughness spectrum, and this will need
more scrutiny before a numerical evaluation is attempted.
The first step will be to adopt a suitable form for the spec-
trum, S(k).

D. Roughness spectra

The simplest spectrum is a pure power law,21

S~k!5
w2

~h0k!g2
, ~14!

in which the spectral exponent is a dimensionless number in
the range 2,g2,4 ~Appendix A!, h0 is some reference
length, andw25S(h0

21) is the spectral strength whose physi-
cal dimension is (length)4. The h0 is included mainly to
make the denominator dimensionless. It does not represent a
characteristic length for this spectrum. Indeed, since this
S(k) retains the samek dependence throughout all length
scales, theh(r ) process that it characterizes is a random
scaling fractal—a surface without any characteristic length.
The fractal dimension of the surface isD532 1

2g2 , so the
restriction 2,g2,4 corresponds to 1,D,2 ~Ref. 30, Sec.
2.2.1!.

It is also worth noting that experimental measurement
~e.g., fitting a straight line to a log–log plot ofS vs k data
points! can determineg2 and the combinationw2 /h0

g2, but
not w2 or h0 separately. Any two sets of values, (g2 ,w2 ,h0)
and (g2 ,w28 ,h08), are equally valid descriptions of the data as
long as (h08/h0)g25w28/w2 . It is common practice is to refer
w2 to some standardh0 reference value~we use one meter!.

Although Eq. ~14! describes many physical surfaces
quite well over a wide span of length scales,28,31 extrapolat-
ing it to vanishingk yields nonsensical results. For example,
because the correlation corresponding to Eq.~14! is @Ref. 21,
Eq. ~14!#

C~r !5
pw2

h0
2

G~12 1
2g2!

G~ 1
2g2!

S r

2h0
D g222

~15!

@from Eq. ~1! with p512g2 and h5r /h0#, it follows that
C(r ) vanishes atr 50 and decreases steadily with increasing
r. This unphysical behavior is a mathematical artifact pro-
duced by the divergence ofS(k) at the origin. It can be
remedied by the simple expedient of introducing a cutoff at
some small valuek5e. Then, afterC(r ) is obtained, one is
free to ‘‘destroy the evidence’’ by proceeding under approxi-
mations in whiche does not appear or by actually letting
e→0. ~The procedure is similar in spirit to the use of an

integrating factor to prevent a physically meaningful integral
from diverging.! The spectral contributions of components in
the surface ensemble certainly shouldnot grow without
bound as the wavelength increases, so it is reasonable to
expect that removing the divergence from Eq.~14! might
recover a physically reasonable result forC(r ). Furthermore,
since the effects that concern us involve Bragg scattering, the
details of the cutoff ought to be immaterial as long as it
occurs well below the Bragg wave number region.

A straightforward way to implement the cutoff is simply
to make the replacementh0k→A11(h0k)2 in Eq. ~14!,
producing9

S~k!5
w2

@11~h0k!2#g2/2 , ~16!

which closely approximates Eq.~14! for largek, with differ-
ences appearing only ask dwindles into the neighborhood of
h0

21. Instead ofS(0)5`, we now haveS(0)5w2 . @Physi-
cally speaking,S(0)50 would be more realistic; however
S(0),` is enough to do the job.# For this spectrum,h0 does
serve as a natural physical scale;h0

21 is the spectral width.
~As always, one might quibble about factors of 2 or so in
defining this width, buth0

21 will do as well as anything.! As
long as thish0

21 is well below the Bragg wave numberkB ,
the existence of the spectral cutoff should not influence any
Bragg phenomena. The width of the corresponding cutoff
correlation C(r ) is h0 . In other words,h0 is simply the
rough-surface correlation length,r cor. Thus the condition
h0

21!kB is equivalent tolB!r cor, which is inherently nec-
essary for significant Bragg scattering from the rough inter-
face.

We can find the correlation for the cutoff spectrum by
rescaling thek, r variables to the dimensionless formsk
5h0k, r5r /2h0 ~these are distinct from thek and% used in
other contexts above! and introducing the Lipschitz30 ~aka
Hurst32! exponent of the roughness~Appendix A!,

n5 1
2g221, ~17!

which falls within the range 0<n<1. The correlation be-
comes

C~r !5
2pw2

h0
2 E

0

` kJ0~2kr!

~11k2!11n dk

5C~0!
2n

G~11n!
rnKn~2r!, ~18!

in which J0(•) andKn(•) are Bessel functions and

C~0!5hrms
2 5

pw2

h0
2

1

n
~19!

is the mean-square roughness. Having exploited the cutoff to
recover physical results, we can now ‘‘destroy the evidence.’’
Instead of trying to forceh0

21 to vanish in some sense, we
will simply resort to an approximation in which its precise
value is immaterial.

TABLE I. Dependence of the factorsP andI on the physical variables of the
problem. The~* ! indicates quantities that will later turn out to enter only as
constituents of a single composite parameter,a.

Interface roughness
(w2 ,g2 ,h0)

Material
properties

(rb ,cp ,cs)
Frequency

~f!

Scattering
geometry

(u in ,uout ,f)

P No Yes No Yes
I Yes No Yes* Yes*
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III. SCATTERING STRENGTH ALGORITHM

The above cut-off spectrum has allowed the first of the
two required Hankel transforms, Eq.~9!, to be found in a
physically meaningful closed form. Unfortunately, the sec-
ond one, Eq.~10!, remains intractable. When Eqs.~18! and
~19! are used in Eq.~10!, the remaining integral still is not
susceptible to analytic evaluation and also remains remark-
ably resistant to common numerical techniques.~The wide-
spread dissemination of results from a numerical calculation
which, though carefully done, turned out to be wrong occa-
sioned the publication of Ref. 9.! Further steps will be nec-
essary to producesn from Eqs. ~11!–~13!. We proceed by
first obtaining an asymptotic form for theB factor in the
integrand of Eq.~13! in terms of a new composite parameter
a, and then merging a pair of approximations for overlapping
ranges fora. For smalla we use a power series. For largera,
we use a rational-function approximation that we then ex-
pand in a partial-fraction series. In each case, we are able to
Hankel transform the terms of the series analytically. The
result is a computational algorithm for the spectral integral,
Eq. ~13!, that is reliable throughout the range of spectral
exponents typically encountered in ocean environments, 2.4
<g2<3.9.

A. Asymptotic form for B

Standard identities@Ref. 33, Eqs.~6.1.17! and ~9.6.2!#
allow Eq. ~18!, the analytic result for the cutoff correlation,
to be rewritten in terms of theI 6n(•) Bessel functions as

C~r !5C~0!G~12n!3rn@ I 2n~2r!2I 1n~2r!#. ~20!

Another identity@Ref. 33, Eq.~9.6.10!# expresses the second
factor as a pair of power series in the variabler2:

rn@ I 2n~2r!2I 1n~2r!#

5 (
m50

`

um~2n!r2m2r2n (
m50

`

um~1n!r2m, ~21!

in which the coefficients are

um~n!5@m!G~11m1n!#21. ~22!

Using Eqs.~20!–~22! with the definitiond5Qz
2C(0), one

can write

Qz
2@C~0!2C~r !#5a~11b!2c, ~23!

whereb5(m51
` bmr2m andc5(m51

` cmr2m, with

bm5
um~1n!

u0~1n!
, cm5d3

um~2n!

u0~2n!
, a5d3

G~12n!

G~11n!
r2n.

~24!

Although bm remains well behaved throughout the range
0<n<1, bothcm anda diverge at the end points.@d diverges
at n50 because of Eq.~19!.# This can cause the same behav-
ior in C(0)2C(r ). However, if the extremes ofn are con-
tracted tonmin.0 andnmax,1, that cannot occur. Then one
can reasonably hope to chooseh0 large enough to keepc and
a small throughout the reduced rangenmin<n<nmax, pro-
vided r remains of order unity or smaller. Then it would
make sense to expand exp$2Qz

2@C(0)2C(r)#% in a power se-
ries in a. Such an expansion results in23

B5e2a~11b!1c2e2d5e2a1 (
n50

`

qn~r2!~2a!n2e2d,

~25!

in which eachqn(•) represents an infinite polynomial with
positive coefficients. Furthermore, both the final term exp
(2d) and then50 term of the sum can be omitted entirely,
since they actually contribute absolutely nothing tosn @be-
cause Eq.~1! vanishes whenp is an odd positive integer#. A
small-a asymptotic estimateB;exp(2a) then results from
simply dropping the remaining(n51

` (¯). ~This is the step
that ‘‘destroys the evidence’’ that a cutoff was installed in the
spectrum. Keeping any of thosen.0 terms would lead to a
cutoff-dependent result.!

Thus, with the frequency and geometry consolidated
into the composite parameter,

a5
def a

~Qr !2n } f 42g2, ~26!

and with the parametric dependence ona and n made ex-
plicit, Eq. ~13! becomes

I ~a,n!5E
0

`

J0~y!yB~y;a,n!dy , ~27a!

in which

B~y;a,n!5e2ay2n
. ~27b!

Equation ~27! is an asymptotic form that is valid within
nmin<n<nmax to the extent that

a5
G~12n!

4nG~11n!
3@~hrmsQz!~r /r cor!

n#2 ~28!

is small. Note, however, that this doesnot imply that the
parameter,

a5
G~12n!

4nG~11n!
3F hrmsQz

~r corQ!nG2

, ~29!

must also be small. This is essential. In backscatter situa-
tions, for instance, whereQ52Kw cosu, a will not be small
when eitheru or n is large. Note also that the overall sizes of
a and a are determined principally by their@¯# factors
rather than the common gamma-function ratio.~That ratio
remains in the approximate range 362 throughout 2.4<g2

<3.9, so it is not the determining factor.!

B. Computational algorithm for I

Although Eq.~27! does simplify matters, a closed form
for this Hankel transform exists in only a single case,g2

53 ~Appendix B!. A reliable algorithm is still needed to
computeI (a,n) for a ranging from very small to very large
values. To achieve this, we ultimately merge a pair of tech-
niques based on contrasting approximations forB(y;a,n).
One is a series for smalla,9,25 the other a rational-function
approximation for largea,34,35 and each of them allows Eq.
~27a! to be integrated termwise in closed form. We develop
these techniques below, and then address the operational
meaning of ‘‘small’’ and ‘‘large’’a when we merge the two.
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1. Series formulation

For small a ~i.e., small grazing angles!, we have the
Taylor seriesB(y;a,n)5(n50

` (2ay2n)n/n! so that, on re-
versal of the order of integration and summation,I (a,n)
5(n50

` (2a)n/n! 3*0
`y2nn11J0(y)dy. The remaining inte-

gral can be found in closed form@using Eq. ~1! with p
52nn11 andh51#. The result is the approximation

I ~a,n!5
2

p (
n51

ñ

~2 !n11@2nnG~nn11!#2 sin~nnp!3
an

n!
,

~30!

which is to be evaluated numerically for some finiteñ. @For
n53/4, this is Eq.~51a! of Ref. 9 with the typo 3/3 corrected
to 3/4.# The remaining question of how large to makeñ will
be addressed later. It is clear, however, that when only the
first term of this series is retained, so thatI}a, the result
from Eq. ~13! is

sn5Ub2U
2

S~Q!} f 42g2, ~31!

where S(k) is the pure power-law spectrum, Eq.~14!. No
evidence of the spectral cutoff remains, andsn , which di-
verges in the specular caseQ50, is simply thefirst-order
perturbation result; i.e., the leading term from Eq.~8! for
Qzhrms!1.

2. Rational-function formulation

Whena is large, we use a rational-function approxima-
tion to B(y;â,n) for a fixed reference valueâ of order unity.
In the variablex5y2, the approximation of order@N,D# is

~32!

in terms of the polynomial coefficientsnj , dl or the zeros
and poleszj , pl . This approximation behaves correctly at
the origin, whereB(0;â,n)51, and the requirementD2N
.0 makes it vanish properly for largey. Properly con-
structed, an approximation of this kind can be remarkably
accurate.36 In the present application, the only real difficulty
occurs when poles or zeros happen to fall on the integration
contour of Eq.~27a!—the x.0 axis. This, however, can be
overcome by means of a ‘‘stabilization’’ procedure due to
Drumheller.37 The procedure first splits any polep.0 @i.e.,
replacesp by a rotated complex pair (pe1 id,pe2 id)# and
then introduces an additional zeroz5p/(2 cosd21) to keep
the value ofD2N unchanged.@The expression forz emerges
from matching the first-order Maclaurin series for the two
forms of Eq. ~32!.# We find that a rotation angled590°
serves very well, so that the replacement poles and the new
zero are simply (ip,2 ip) and 2p, respectively. Finally,
positive zeros are dealt with in an analogous way: any zero
z.0 is replaced by (iz,2 iz) and a new pole,2z, is intro-
duced. At the conclusion of this procedure, we compute the
residuesr m from the ‘‘stabilized’’ poles and zeros, and then
convert Eq.~32! to partial-fraction form,

B~y;â,n!5 (
m51

D
r m

x2pm
. ~33!

Given a reasonable choice for@N,D#, this produces an ex-
cellent approximation to they dependence ofB(y;â,n)
throughout 0.2<n<0.95 ~i.e., 2.4<g2<3.9).34,35 It only re-
mains to extend this toaÞâ.

This extension is easily done because, for generala, Eq.
~27b! scales according toB(y;a,n)5B(sy;â,n) in terms of
the scale factors5(a/â)1/2n. Thus, the partial-fraction de-
composition ofB(y;a,n) for generala is the right-hand side
of Eq. ~33! with (r m ,pm)→(r m /s2,pm /s2), so that

I ~a,n!5 (
m51

D
r m

s2 E
0

` J0~y!y

y22pm /s2 dy. ~34!

The remaining integral is available in closed form under the
condition Re(A2pm).0 ~Ref. 38, No. 6.566.2!, which is
guaranteed by Drumheller’s pole stabilization. The final re-
sult is

I ~a,n!5 (
m51

D
r m

s2 K0SA2pm

s D , ~35!

in terms of theK0(•) Bessel function.
In practice, we implement Eq.~32! by matching the

rational-polynomial form toB(y,â,n) atN1D points within
an interval 0,x<xmax, with the points concentrated some-
what toward the lower end. We find it satisfactory in all
practical cases to letxmax be the point whereB(y;â,n) has
fallen to 0.01 and to takeâ51. Full details are to be found in
Refs. 34 and 35. The rational-function orders@N,D# are to
be chosen empirically.

3. Unified formulation

Equations~30! and~35! apply to ‘‘small’’ and ‘‘large’’ a,
respectively. We must now be specific about the practical
meanings of those terms and about the how largeñ and
@N,D# need to be. Figure 3 illustrates the situation for a
particularn. The solid line is the result of the series formu-
lation, Eq.~30!. It is an accurate representation ofI (a,n) for
the smallesta’s and remains so untila has risen to the value
indicated byn, where it fails abruptly. The dashed line rep-
resents the rational-function formulation, Eq.~35!. It remains
good asa decreases from the largest values until a gradual
oscillating degradation sets in at the point indicated by,.
Clearly the ‘‘small’’ a region lies to the left ofn and the
‘‘large’’ a region to the right of,. Within broad limits, in-
creasingñ would shift n to the right, and increasing the
@N,D# values would shift, to the left. ~Decreasing these
parameters would, of course, have the opposite effect.! The ñ
and @N,D# values used in the figure are large enough to
make the twoa regions overlap substantially so that the two
formulations forI (a,n) can be patched together into a uni-
fied version covering alla. This can be done by identifying
the transition points whose decibela value lies halfway
between those of, andn, and then simply using Eq.~30! to
the left of s and Eq.~35! to the right of it. However, thes
so obtained depends on theg2 used to produce the figure. To
incorporate this dependence, we repeated the calculations
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throughout the operational range ofg2 , using the sameñ and
@N,D# values, and then applied linear least-squares methods
~Fig. 4!. The final conclusion is thatñ540 and @N,D#
5@6,9# can be used in all cases and that, as a function ofg2 ,
the transition points occurs at

log10a521.7567g214.4926. ~36!

This empirical rule is followed in all of the simulations be-
low.

C. Performance of the algorithm

In summary, the nonspecular component of the bistatic
small-slope scattering strength,sn , is given by Eq.~11! as
the product of the bottom material factorP and the interface
spectral integralI. We knowP for the general fluid/elastic–

solid case in terms of theb supplied by Eq.~4!. We compute
I (a,n) throughout the operational range ofg2 by uniting a
rational-function formulation for largea, Eq.~35!,34,35with a
series formulation for smalla, Eq.~30!9 ~which also supplies
the perturbation result for alla as a bonus!.

In this section we conduct a set of monostatic tests to
validate the performance of the model.~Bistatic cases are
included in Sec. IV.! For a given bottom material, we com-
pute backscatter values forsn vs u, P vs u, I vs a, anda vs
u—all parametrized byg2 . The bottom material selected is
limestone, with parameters inferred from measurements over
a rocky bottom off the coast of Long Bay, South Carolina~as
in Ref. 20, but with somewhat higher attenuations!. Figures
5–9 illustrate the performance of our unified algorithm for
monostatic scattering from this bottom. In these and subse-

FIG. 3. I (a,n) vs a for n50.35 ~i.e., g252.7!. The
solid curve is the series formulation, Eq.~30!, with n
540. The dashed curve is the rational-function formu-
lation, Eq.~35!, with @N,D#5@6,9#. n is the upper end
of the ‘‘small’’ a region. , is the lower end of the
‘‘large’’ a region.s is the transition point between the
two regions.

FIG. 4. The symbols retain the same meanings as in
Fig. 3. g2 ranges through the values 2.4,2.5,...,

3.8,3.95
def

2.4:0.1:3.9, and the straight line is the least-
squares fit through thes’s given by Eq.~36!.
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quent figures, the complete set of input variables forsn is
displayed in a sidebar on the right~above the attenuations!.
Their values are always given in the mks system with the
unit labels~Hz, kg/m3, m/s, etc.! omitted. Ranges of values
are represented in a Matlab-style ‘‘start:step:stop’’ notation;
e.g., u51.8:0.2:2.2 would mean that a variableu takes on
the values~1.8,2.0,2.2! in whatever mks units are physically
appropriate. The line style used to render the curves cycles
through this sequence: dotted, dot–dashed, dashed, solid. At-
tenuations calculated from the complex sound speeds are dis-
played in the sidebar below the inputs, both in dB/m and in
dB/m/kHz. In addition, the shear and compressional critical
angles are indicated on the figures by vertical lines labeledus

andup . These figures were all produced usingu51°:1°:89°.
Figure 5 contains 16sn vs u curves for a range ofg2

values. These curves all exhibit a moderate dip about 5°
belowus as well as a modest hump in the region betweenus

andup , and those with smallerg2 values also have a sizable
broad peak at smallu. Note that asu increases, the entire

family of curves eventually undergoes a near-total reversal of
order. Attached to each curve is a symbols that marks the
transition value ofa used in the unified formulation of
I (a,n) for the prevailingg2 . The a values associated with
theses’s come from Eq.~36! and thus decrease steadily as
g2 grows. However, owing to the nonlinear relationship be-
tween u and a ~Fig. 8!, their associatedu values are not
monotonically related tog2 .

Figure 6 illustrates the dependence ofP and u for the
same environment. The figure actually contains separate
curves for the same 16g2 values, though these all coalesce
into a single curve becauseP lacks anyg2 dependence. Evi-
dently, the dip just belowus and the hump betweenus and
up in the previous figure are traceable to corresponding fea-
tures here, and are thus associated with the scattering geom-
etry and/or bottom properties rather than with the interface
roughness. This is also true of the steep rise insn at smallu.

Figure 7 shows thea dependence ofI (a,n) as evaluated
by the unified formulation~black curves!. The gray lines in

FIG. 5. The small-slope scattering strength versus graz-
ing angle for the monostatic limestone cases specified
in the sidebar on the right. Separate curves correspond
to the different values ofg2 . The s symbol on each
curve corresponds to the transition value ofa for the
unified formulation ofI (a,n).

FIG. 6. The algebraic factorP versus the grazing angle.
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FIG. 7. Black curves: spectral integralI (a,n) versus
the composite parametera. The s symbol on each
curve corresponds to the transition value ofa for the
unified formulation. Gray background lines: approxima-
tions toI (a,n) using the first terms of Eq.~30! and Eq.
~C1! for a below and above 0 dB, respectively.

FIG. 8. The grazing angleu versus the composite pa-
rametera. Thes symbol on each curve corresponds to
the transition value ofa for the unified formulation.

FIG. 9. Spectral integralI (a,n) versus grazing angleu.
The s symbol on each curve corresponds to the transi-
tion value ofa for the unified formulation.
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FIG. 10. The PT/F case: perturbation-theory scattering
strength versus grazing angle for fluid basalt specified
in the sidebar on the right. Separate curves correspond
to the different values ofg2 .

FIG. 11. The SS/F case: small-slope scattering strength
versus grazing angle for the fluid basalt specified in the
sidebar on the right. Separate curves correspond to the
different values ofg2 .

FIG. 12. The PT/E case: perturbation-theory scattering
strength versus grazing angle for the realistic basalt
specified in the sidebar on the right. Separate curves
correspond to the different values ofg2 .

2889J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Gragg et al.: Small-slope scattering



the background represent the leading terms of two series ap-
proximations

~i! The parallel lines with slope11 on thea,0 dB side
are produced by the first term of the series formula-
tion, Eq. ~30!, i.e., I (a,n)'@22n11G2(n
11)sin(np)/p#3a, and therefore embody the predic-
tions of first-order perturbation theory. The black
curves are asymptotic to these gray lines for smalla.
Their separation signals the breakdown of perturba-
tion theory and hence the need for a small-slope treat-
ment.

~ii ! The gray lines on thea.0 dB side with slopes21/n
represent the first term of a large-a series~Appendix
C!, namely I (a,n)'@G(1/n)/2n#3a21/n. Since this
expression was not used in the unified formulation,
the fact that the black curves are asymptotic to these
gray lines for largea serves as a validation point for
the unified formulation in that regime. As noted
above, the curves were all generated from a common
set of u values. They occupy differenta ranges be-
cause theu↔a mapping is parametrized byg2 .

Figure 8 illustrates that mapping. It is clear that asg2

increases, thes symbols shift monotonically ina but not in
u. Figure 9 is the result of using thea↔u mapping to convert
Fig. 7 to the independent variable tou. The relationsn5P
3I is reflected by the fact that Fig. 5 is the sum of Figs. 6
and 9.~The figures all use logarithmic scales.!

A few words are in order at this point about the inter-
pretation of scattering strength results such as Fig. 5. As
noted earlier, our formulation is not completely adequate
when u is very close to 0° because it does not incorporate
shadowing. Though this effect can be modeled~e.g., as Thor-
sos has done for the air–sea interface by recourse to fourth-
order perturbation theory39!, we do not deal with it here.
Also, in near-grazing applications, certain diffraction effects
~including those associated with interface waves! can exist
when curvature is present in either the incident phase front or
the scattering interface. Our theory, since it assumes a planar
incident wave and neglects interface curvature, does not in-

clude these.~We will return to this issue in Sec. IV B.! For
the~monostatic! geometry used above,u590° is the specular
direction. Although perturbation theory, Eq.~31!, diverges
there~an artifact of the noncutoff power-law spectrum, Sec.
IV !, our small-slope results remain well behaved because we
are modeling only thenonspecular scattering strength.

IV. TRIALS

In this section we present a series of numerical trials for
roughbasaltbottoms. Basalt was chosen because~a! it is a
material in which elasticity ought to be even more significant
than limestone;~b! Essen’s perturbative calculations for ba-
salt are available as a benchmark;5 and ~c! experimental ba-
salt data exist that should allow future data/model
comparisons.28 The principal results are plots ofsn only,
without separate displays forP and I. The labels SS and PT
refer to small-slope and perturbation theory, while F and E
distinguish between fluid and elastic sea floors.

A. Monostatic

The figures in this section were produced using a finer
grazing angle increment,Du50.1°, in order to resolve any
small details.

1. Spectral exponent and bottom material properties

Figures 10–13~Table II! display the scattering strength
sn5P3I as separate curves over the full operational range
of spectral exponent values.I SS is I (a,n) via the unified
formulation andI PT52puQzQu2S(Q) is the corresponding
PT quantity. Those curves that haveg253.3 are rendered
heavier for later reference. Those with the largest valueg2

53.9 ~labeled ‘‘maxg2’’ ! correspond to curves in Essen’s
work.5 The spectral strength of the roughness is also obtained

FIG. 13. The SS/E case: small-slope scattering strength
versus grazing angle for the realistic basalt specified in
the sidebar on the right. Separate curves correspond to
the different values ofg2 .

TABLE II. The use of perturbation theory~PT! versus small-slope~SS! and
fluid ~F! versus elastic~E! bottoms in Figs. 10–13.

I PT I SS

PF Fig. 10 Fig. 11
PE Fig. 12 Fig. 13
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from that source (w250.04/2p50.0064) @Ref. 5, Eqs.~28!
and ~31!#. The first two cases, Figs. 10 and 11, deal with
‘‘fluid’’ basalt—a fictitious non-shear-supporting rock de-
vised by Essen for model validation purposes. To simulate
such material, we first assigned realistic basalt values to the
bottom inputs, and then modified the complex shear speed

via (Recs,Im cs)°( 1
10 Recs,10 Imcs) to squelch the elasticity.

Alternatively, we could have re-expressedb in terms of the

Lamé parametersl, m, and then letm→0. @Equation~4! is
well behaved in that limit and the numerical results are, in
fact, the same.#

Figure 10 presents the fluid basalt results from first-
order perturbation theory@Eq. ~30! with ñ51#. Two features
are notable in it.

~1! The effect of raisingg2 is to lowersn by an amount that

FIG. 14. A comparison among Figs.
10–13. Top: ratio ofI PT to I SS in deci-
bels. Bottom:PE and PF ~the elastic
and fluid forms of the factorP! in
decibels.

FIG. 15. PT/F case: perturbation-
theory scattering strength versus graz-
ing angle for fluid basalt specified in
the sidebar on the right. Separate
curves correspond to the different val-
ues ofg2 . This figure is the ‘‘focused’’
counterpart of Fig. 10.
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is independent ofg2 . This is to be expected since, in the
PT approximation,sn}Q2g2. Quantitatively, each in-
crease of 0.1 ing2 ought to depresssn by log10Q deci-
bels. WithQ52Kw cosu for a monostatic geometry, this
works out to a 1.4 dB drop atu530° ~which agrees with
the spread seen over the fullg2 span of the figure: 1.4
315521 decibels!.

~2! The g253.9 curve is in good numerical agreement with
Essen’s corresponding curve@Ref. 5, Fig. 3~d!, dashed
curve#, which was produced by a totally different algo-
rithm. Our curve is 1–2 dB higher in the neighborhood
of 30°, as it should because Essen’s curve was computed
for g254. @We avoid that value throughout this article
because it producesa5`, which our SS formulation
does not handle properly~Appendix B!.#

Figure 11 presents the corresponding results from small-
slope theory. As in Fig. 5, these curves undergo a nearly
complete reversal of order as the angle increases. There is
agreement with Fig. 10 only for angles below a
g2-dependent minimum. The best agreement seems to be the
g253.2 curve, which remains very close to the correspond-
ing perturbation theory curve out tou'40°.

Figures 12 and 13 present the scattering results for real-
istic basalt for perturbation theory and small-slope theory,
respectively. Here too, the ‘‘max.g2’’ curve in Fig. 12 agrees
with Essen@Ref. 5, Fig. 3~d!, solid curve#. The difference
between perturbation and small-slope results is as great here
as it was for the fluid basalt case. The results themselves are
generally flatter for low angles and show additional features
related to the presence of shear, notably a persistent narrow

FIG. 16. The SS/F case: small-slope
scattering strength versus grazing
angle for the fluid basalt specified in
the sidebar on the right. Separate
curves correspond to the different val-
ues ofg2 . This figure is the ‘‘focused’’
counterpart of Fig. 11.

FIG. 17. The PT/E case: perturbation-
theory scattering strength versus graz-
ing angle for the realistic basalt speci-
fied in the sidebar on the right.
Separate curves correspond to the dif-
ferent values ofg2 . This figure is the
‘‘focused’’ counterpart of Fig. 12.
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bump belowus . This occurs at the Rayleigh angleu r and
thus appears to be related to the resonant excitation of a
leaky Stoneley interface wave@Ref. 41, Sec. 5.4#. $u r is the
location of a prominent maximum in]w/]u, wherew is the
phase of the reflection coefficientR5uRueiw.42 In terms of
the function a(kW ) in Eq. ~3a!, R(u)5@a(kW )21)/(a(kW )
11#.}

Figure 14 summarizes the results of these SS vs PT and
F vs E tests. In the top panel, one can see that SS differs from
PT, whereu is not small. This is especially notable for large
g2 , as would be expected from the discussion of Fig. 1 in the
Introduction. The agreement of SS and PT improves with
decreasingg2 , but only up to a point. Belowg2'3.3 ~heavy
curve! it worsens again, which seems counterintuitive.

Evidently the discussion in the Introduction fails to fully
explain Figs. 10–14 because these figures simply varyg2

while holding everything else fixed, and that isnot the situ-
ation depicted in Fig. 1. In that figure, everyg2 value ‘‘fo-
cuses’’ on the same surface ripple; i.e., there is a Bragg wave
numberkB ~the ripple! for which S(kB) remains the same
regardless ofg2 . Figures 15–19 are ‘‘focused’’ in that spirit.
For them, reference values forh0

ref , g2
ref , w2

ref and physical
values ofh0 , kB are chosen first. Thereafter, wheneverg2 is
varied, the value ofw2 is readjusted to ensure that

w2 /(h0kB)2g2 remains equal tow2
ref/(h0

refkB!2g2
ref

. We use
kB530 ~the approximate Bragg wave number forf 53500
and smallu! andh05100 ~so thath0

21!kB!. The reference
values areh0

ref51, g2
ref53.3, andw2

ref50.0064~correspond-
ing to the heavy lines in Figs. 10–14!. The results for these
simulations are understandable in terms of the discussion
accompanying Fig. 1. The curves in Figs. 15–18 all coalesce

FIG. 18. The SS/E case: small-slope
scattering strength versus grazing
angle for the realistic basalt specified
in the sidebar on the right. Separate
curves correspond to the different val-
ues ofg2 . This figure is the ‘‘focused’’
counterpart of Fig. 13.

FIG. 19. A comparison among Figs. 15–18. Top: the
ratio of I PT to I SS in decibels. Bottom:PE and PF in
decibels. This figure is the ‘‘focused’’ counterpart of
Fig. 14. The bottom panel is unchanged because ‘‘fo-
cusing’’ affects only theI factor.
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FIG. 20. Small-slope scattering strength versus grazing
angle and frequency for the basalt specified in the side-
bar on the right. Planes corresponding touout

5us ,up ,u r are also indicated.

FIG. 21. Small-slope scattering strength versus grazing
angle and frequency for the basalt specified in the side-
bar on the right. Planes corresponding touout

5us ,up ,u r are also indicated.

FIG. 22. Small-slope scattering strength versus grazing
angle and frequency for the basalt specified in the side-
bar on the right. Planes corresponding touout

5us ,up ,u r are also indicated.
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properly asu→0, which was not the case with Figs. 10–13.
And the top panel of Fig. 19 indicates that, asg2 increases,
PTs validity is uniformly restricted to smaller and smalleru,
which was not the case with Fig. 14. Note that atg253.9, PT
is off by 3 dB, even at 10°, which is even worse than sug-
gested by Fig. 14.

2. Frequency

We turn now to the frequency dependence of the scat-
tering strength, restricting our attention to the SS case be-
cause the frequency dependence of PT is well known:sn

PT

} f 42g2. As with sn
PT, the frequency dependence ofsn

SS dis-
appears completely asg2 approaches 4~becauseI depends
on f only througha} f 42g2!. For g2,4, however,I’s fre-
quency dependence is complicatedexcept in the limits of
near-grazing and near-normal incidence. For near-grazing in-
cidence,I}a1 @the first term of Eq.~30!# while for near-
normal incidence,I}a21/n @the first term of Eq.~C1!#. Thus,
in these extremes,sn} f m with

m5H 42g2 , for u'0°,

22
42g2

g222
, for u'90°,

~37!

and one expects the scattering strength to change by 3m deci-
bels per octave.

Figures 20, 21, 22, and 23 show SS scattering results
from a basalt bottom withg253.9, 3.6, 3.1, and 2.6 through-
out the frequency band 1 kHz< f <5 kHz. According to Eq.
~37!, the total change across this band should be
Dsn'7m dB at the extreme grazing angles.~See Table III.!
As expected, Fig. 20 withg253.9 is virtually independent of
frequency: asf sweeps up through the band,sn rises~falls!
by less than a decibel for small~large! grazing angles. In
fact, g2 is so close to 4 that there is negligible frequency
dependence atanyangle. In Fig. 21, whereg253.6, there is
a shift of Dsn'63 dB at the extremeu values. The overall
frequency dependence brought on by this lowering of the
spectral exponent is similar to what might be produced if the
viewer were able to seize the left and right edges of the Fig.

20 surface in each hand and rotate them slightly in opposite
senses. The twist imparted to the surface is only a small one,
so the scattering strength acquires little frequency depen-
dence overall. A stronger dependence begins to emerge with
g253.1 in Fig. 22. There,Dsn'210 dB for u.up .
Dsn'6 dB for u'0°; however, for most subcritical angles
u,us , the effect is substantially less. Finally, when the spec-
tral exponent is reduced tog252.6 in Fig. 23,Dsn rises by
10 dB at u'0° and falls by 30 dB atu'90°. That much
counter-rotation of the edges of the surface would seem
likely to give a significant warp to most of its interior. And,
indeed, that is the case. The scattering strength does, in fact,
exhibit a significant frequency dependence for most grazing
angles.

B. Bistatic

Here we examine bistatic simulations of the PT and SS
formulations ofsn , once again in the context of the basalt
bottom. Owing to the vagaries of our plotting software, the
PT plots all had to be truncated in the vicinity of the specular
direction where they really ought to diverge. We fixu in and
f in at representative values of 30° and 100° for all of the
simulations. Figures 24 and 25 are the PT and SS results for
g253.9. They both exhibit the same features, whereuout is
nearup , us , or u r , and are qualitatively similar, except in
near-specular geometries, (uout,fout!'~uin ,fin). Quantita-
tively, however, they are significantly different, as Fig. 26
illustrates. The quantity plotted in that figure issn

PT/sn
SS.

Since this is equal toI PT/I SS, the bottom material properties
have no impact, so we have omitted the references to critical
angles. It is clear here that even for nonspecular geometries,
there is generally a significant difference~typically about 7

FIG. 23. Small-slope scattering strength versus grazing
angle and frequency for the basalt specified in the side-
bar on the right. Planes corresponding touout

5us ,up ,u r are also indicated.

TABLE III. Exponentm and the resultingDsn .

g2

For u'0°

g2

For u'90°

3.9 3.6 3.1 2.6 3.9 3.6 3.1 2.6

m 0.1 0.4 0.9 1.4 m 20.1 20.5 21.6 24.7
Dsn 0.7 2.8 6.3 9.8 Dsn 20.7 23.5 211.5 232.7

2895J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Gragg et al.: Small-slope scattering



FIG. 24. Perturbation-theory scattering strength versus
bistatic scattering angles for the basalt specified in the
sidebar on the right. Planes corresponding touout

5us ,up ,u r ,u in andfout5fin ,fin1180° are indicated.
The specular divergence is artificially truncated at 0 dB.

FIG. 25. Small-slope scattering strength versus bistatic
scattering angles for the basalt specified in the sidebar
on the right. Planes corresponding touout

5us ,up ,u r ,u in andfout5fin ,fin1180° are indicated.

FIG. 26. sn
PT/sn

SS versus bistatic scattering angles for
the basalt specified in the sidebar on the right. Planes
corresponding touout5uin and fout5fin ,fin1180° are
indicated. The specular divergence is artificially trun-
cated at 10 dB.
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dB, and up to 10 dB in some directions!. Figures 27 and 28
repeat this bistatic PT vs SS comparison forg253.1 and
g252.6, respectively. Forg253.1, there is very good agree-
ment between PT and SS for nonspecular geometries with
uout below about 50°. Forg252.6, the comparison is rather
poor even at lowuout and much worse~more than 25 dB off!
for high uout.

Figures 24–28 all useu in530°. Further investigation
shows that, as this angle is varied, the small-slope scattering
strength displays a marked sensitivity in the rangeu in'u r

61°. ~The interval is narrow, but definitely excludesus .!
We attribute this behavior to the strong resonant excitation of
a Stoneley interface wave. However, since Berman’s numeri-
cal experiments have indicated possible problems with
small-slope’s accuracy in this case,13 we have decided not to
publish figures illustrating the effect until the matter is re-
solved.

V. SUMMARY AND CONCLUSIONS

We have presented a model for the nonspecular small-
slope scattering strength of elastic sea floors as a function of

frequency, bistatic geometry, geoacoustic descriptors, and in-
terface roughness parameters. Our unified formulation for the
scattering integral has allowed us to extend the capability for
small-slope modeling over a wide range of spectral expo-
nents, 2.4<g2<3.9. We have examined the details of our
model’s performance through computations for a rough lime-
stone bottom, and have validated its predictions through
comparisons with existing perturbative results for both nor-
mal basalt and ‘‘fluid basalt’’ bottoms. Results indicate that
the model should be able to correctly and accurately simulate
the interface component of the scattering strength from es-
sentially any ocean bottom of practical interest.

Our numerical simulations confirm that small-slope~SS!
theory really does provide the kind of improvement over
first-order perturbation theory~PT! that a back-of-the-
envelope analysis suggests—for both fluid and elastic sea
floors. For monostatic scattering geometries, we find that~a!
at a given frequency, SS is superior to PT for large grazing
angles and/or large spectral exponents, and~b! for smaller
spectral exponents, the SS scattering strength develops a pro-
nounced frequency dependence away from grazing inci-

FIG. 27. sn
PT/sn

SS versus bistatic scattering angles for
the basalt specified in the sidebar on the right. Planes
corresponding touout5uin and fout5fin ,fin1180° are
indicated. The specular divergence is artificially trun-
cated at 15 dB.

FIG. 28. sn
PT/sn

SS versus bistatic scattering angles for
the basalt specified in the sidebar on the right. Planes
corresponding touout5uin and fout5fin ,fin1180° are
indicated. The specular divergence is artificially trun-
cated at 30 dB.
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dence. Bistatic simulations indicate that PT is adequate for
moderate values ofg2 ~;3, e.g., many sandy bottoms31!,
except for in-plane scattering cases and large grazing angles.
However, SS should generally be used in other cases—
especially withg2 values that are either large~;3.9, e.g.,
some basalt bottoms5! or small ~;2.6, e.g., basalt on the
slopes of the mid-Atlantic ridge28!.

With one essential caveat, our investigation could have
been be extended to cover scattering from the sea surface
@g2 from 3.4 to 4.0~Ref. 43!# by simply invoking the well-
known limiting form ofb for pressure-release boundary con-
ditions. The caveat is that regimes in which the dominant-
wave peak of the surface power spectrum is near the Bragg
region must be avoided. Although small-slope theory still
applies there, a different approach is required for calculating
the scattering integral when the spectral peak is involved.9,20

We conclude that, in view of the results presented here,
the modeling community would be justified in adopting SS
techniques as a wholesale replacement for PT methods. For
accurate scattering simulations for bottoms with known
geoacoustic and roughness parameters, SS should certainly
be used. Compared to PT, it is usually better and, at worst,
equivalent. And with the developments reported here, it is no
more trouble to use. For poorly known bottoms, using SS
rather than PT could prevent attributing experimentally ob-
served effects to the wrong physical causes~e.g., mistaking
interface effects for sediment volume effects!.

We note in closing that we have a program of model/
data tests in progress using both laboratory and at-sea experi-
mental data. Early results have already appeared,28,29,40,4and
the remainder are planned for the near future.
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APPENDIX A: INTERFACE SPECTRA

In this appendix we review the various definitions of
interface spectrum in popular use and examine the mean-
square values of the roughness and slope of the interface—
particularly the conditions for their convergence or diver-
gence. The notation differs somewhat from that in the body
of the article.

We suppose that the interface roughnessh(r ) is not only
single valued but also differentiable and Fourier transform-
able over the reference plane@i.e., thatg(r )5]h(r )/]r and
j(k)5(2p)22*h(r )e1 ik"rd2r make sense#. Since the two-
point correlation is

C~x2y!5^h~x!h~y!&5E e2 ik"~x2y!S~k!d2k, ~A1!

its second derivative is

]

]x
"
]

]y
C~x2y!5^g~x!"g~y!&

5E e2 ik"~x2y!S~k!k"k d2k. ~A2!

Thus, the mean-square values of the roughness and its gra-
dient are

hrms
2 5 lim

y→x
^h~x!h~y!&5E S~k!d2k, ~A3!

grms
2 5 lim

y→x
^g~x!"g~y!&5E S~k!uku2 d2k. ~A4!

Roughness spectra are defined in a variety of ways with
a considerable overlap of notation and nomenclature. We do
the following. In rectangular coordinatesk5(kx ,ky), we
write S(k)5R(kx ,ky), so that

hrms
2 5E E

2`

1`

R~kx ,ky!dkxdky5E
2`

1`

%~kx!dkx , ~A5!

where

%~kx!5E
2`

1`

R~kx ,ky!dky ~A6!

is the reduced 1-D spectrum. Similarly, in polar coordinates
k5(k,u) we write S(k)5P(k,u), so that

hrms
2 5E

0

`E
0

2p

P~k,u!dk du5E
0

`

Ã~k!dk, ~A7!

in terms of the reduced 1-D spectrum,

Ã~k!5E
0

2p

P~k,u!du. ~A8!

The essential symmetryS* (k)5S(2k) manifests itself as
P* (k,u)5P(k,u1p), Ã* (k)5Ã(k), R* (kx ,ky)5R
(2kx ,2ky), and%* (kx)5%(2kx). @Sometimes, in a prac-
tice carried over from time-series analysis, the symmetry of
%(kx) is exploited to ‘‘fold it over’’ into a spectrum that
vanishes for negativekx and has a doubled value for positive
kx . We refrain from doing this with spatial spectra, basically
because left and right do not differ in the same fundamental
way that past and future do.# The 1-D polar formÃ(k) is
sometimes known as a ‘‘scalar wave number spectrum.’’ The
1-D rectangular form%(kx) is often useful in analyzing ex-
perimental data~e.g., bottom relief data, which are usually
taken along 1-D tracks28,31!.

We indicate the physical dimensions of quantities using
‘‘ ¤’’ and powers of the basic mass, length, and time symbols
M, L, and T ~mainly as a way of keeping the lengths
straight!. Taking energy as an example,E¤ML2T22. For
the variables of principal interest here,k¤L21; r , h¤L;
C¤L2; j¤L3; and S¤L4. The physical dimensions of the
four distributions above areR¤L4 and%, P, Ã¤L3.

In the isotropic case,S(k) depends onk’s magnitudek
but not its directionu. This is often a good approximation
and, as a simplifying step in theoretical developments, it is
almost universal. As a result,
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Ã~k!52pkP~k,• !, for 0,k,`, ~A9!

which is what Essen5 calls G(k). In the body of this article,
P(k,•) is denotedS(k). Because of the isotropic symmetry,
the full 2-D description is recoverable from a reduced 1-D
description,

%~kx!5
1

p E
ukxu

` 1

Ak22kx
2

P~k,• !dk, for 2`,kx,1`,

~A10!

P~k,• !522E
k

` k

Akx
22k2

d%~kx!

dkx
dkx , for 0,k,`.

~A11!

Those two equations constitute a one-to-one mapping be-
tween%(kx) and P(k,•) ~an Abel transform pair, in fact45!.
More general results can be found for the nonisotropic
case,45 though they are of very limited utility.

When the roughness spectrum has thepower-lawform,

S~k!5
w2

~h0uku!g2
, for 0,uku,`, ~A12!

with h0 , w2 , and g2 as described in the body, the mean-
square roughness and slope are hrms

2

52pw2h0
22*0

`k12g2 dk, and grms
2 52pw2h0

24*0
`k32g2 dk,

in which the integration variable is the dimensionless wave
numberk5h0k. Regardless of the value ofg2 , both inte-
grals diverge. This is not really surprising for a fractal sur-
face, though it is instructive to consider why it occurs. With
b.a,

E
a

b

kp dk55
bup11u2aup11u

up11u
, for p.21

logb/a, for p521

a2up11u2b2up11u

up11u
, for p,21

6 .0.

~A13!

Thus *0
`kp dk always diverges, but one can now see how

that comes about. Forp>21, the divergence is due to the
behavior of the integrand atk5`; for p<21, it is due to the
behavior atk50.

For the pure power-law spectrum,hrms
2 is always infinite.

Wheng2<2, this is because the spectrum obeys a power law
for h0k@1 ~i.e., l!h0!; wheng2>2, it is due to the spec-
trum’s power-law form forh0k!1 ~i.e., l@h0!. grms

2 is al-
ways infinite too. Forg2,4 this is attributable to the power-
law form of the spectrum whereh0k@1 ~i.e., l!h0!; for
g2.4 it comes from the power-law form, whereh0k!1
~i.e., l@h0!. The basic reason for adopting the range 2
,g2,4 is to guarantee that the divergence ofhrms

2 comes
from the small-k end of the spectrum, whilegrms

2 diverges
due to the large-k end. Then, when a small-k cutoff is in-
stalled to give the surface a physically satisfying, finite,
mean-square roughness, it still retains the fractal-like charac-
teristic of having a divergent mean-square slope.

The infinite values of these moments have no opera-
tional significance because they are a result of taking Eq.
~A.12! at face value atk50 and k5` ~i.e., at l5` and

l50!, despite the fact that spectrum is only meant to be
taken seriously in afinite interval, 0,kmin<k<kmax,`. As
Jackson put it,46,47 ‘‘Using a fractal model with a power-law
relief spectrum is one way of acknowledging that the bottom
relief possesses scales~namely, 0,k,kmin andkmax,k,`!
that are outside the range of interest of the acoustic model.’’
Specifically, forg2.2, theuku2g2 dependence could not pos-
sibly persist indefinitely asuku→0. If it did, then roughness
components with progressively longer wavelengths would
make progressively larger contributions tohrms, ultimately
producinghrms5`, which is the opposite of what actually
occurs. Any real-world spectrum will have a cutoff,kmin ,
below which the power-law formS(k)}uku2g2 ceases to ap-
ply. Since we are only concerned withBragg scatteringhere,
our essential assumption is thatkmin is well below the Bragg
wave numberkB .

For the idealized spectrum, Eq.~A12!, the polar 1-D
distribution is

Ã~k!5
2p

h0

w2

~h0k!g221 , for 0,k,`. ~A14!

The rectangular 1-D distribution Eq.~A10! is

%~kx!5
w2

h0
g2

Ap

ukxug221 3
G@ 1

2~g221!#

G~ 1
2g2!

, for 2`,kx,1`.

~A15!

This has the same functional form as the full 2-D spectrum,
Eq. ~A12!,46,47 namely

%~kx!5
w1

~h0ukxu!g1
, for 2`,kx,1`, ~A16!

where

g15g221, ~A17!

w15
Ap

h0

G~ 1
2g1!

G~ 1
2g2!

w2¤L3. ~A18!

This %(kx) spectrum indicates a surface with a Lipschitz
exponent n5(g121)/2 @meaning that uh(x1D)2h(x)u
;Dn for small D#, which corresponds to the fractal dimen-
sion D522n.30 Thus, the range 2,g2,4 corresponds to
1,D,2.

APPENDIX B: ANALYTIC I „a,n…

In this appendix we deal with a closed-form analytic
evaluation of the scattering integralI (a,n).

There is a closed form in only one case,n51
2 ~i.e., g2

53!. In this instance, Eqs.~26! and ~27a!, respectively, be-
come

a5
a

Qr
5Qz

2 w2

h0
2 3

2p

h0Q
, ~B1a!

I S a,
1

2D5E
0

`

J0~y!ye2ay dy5
a

~11a2!3/2. ~B1b!

When the backscatter form ofQW is invoked, Eq.~26! be-
comes
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a5
w2

h0
4 3

pG~12n!

nG~11n!
3

~2h0Kw sinu!2

~4h0Kw cosu!2n . ~B2!

For n51
2, this becomes

~B3!

so that Eq.~B1b! reduces to

I 5
a0 sin2 u cos2 u

~cos2 u1a0
2 sin4 u!3/2. ~B4!

The maximum I value, 2&/9'0.385, occurs wherea0

5cosu/A2 sin2 u.
The n51 ~i.e., g254! caseappearsto have a closed-

form solution too:

I ~a,1!5E
0

`

J0~y!ye2ay2
dy5

e21/4a

2a
. ~B5!

But a}G~12n!, so that in then→1 limit, we havea→` and
I (a,n)→0.

APPENDIX C: LARGE Àa SERIES

In this appendix we develop a large-a series representa-
tion for Eq. ~27a!.

The Bessel series,J0(y)5(n50
` (21)n(2nn!) 22y2n

readily yields I 5(n51
` (21)n11Mn ; where Mn5(2/n)

3@2nG(n)#22G(n/n)/an/n.0. ~Thea, n arguments ofI and
Mn are left implicit.! This alternating series is convergent for
n.1

2, and thus, forn large enough thatMn decreases mono-
tonically with increasingn, the error incurred in truncating it
after n5n̂ is bounded in magnitude byMn̂ . This provides a
way to determine, for givena and n, how many terms are
required to achieve a predetermined accuracy. We find that
for n.1

2,

I ~a,n!5
2

n (
n51

n̂

~21!n11@2nG~n!#22
G~n/n!

an/n , for â,a,

~C1!

with n̂ and â taken from Table IV, achieves three-figure
accuracy. For backscattering geometries,a increases withu,
so Eq. ~C1! applies at larger grazing angles. In earlier
efforts28 this series was exploited to provide the large-a part
of the unified formulation. It has been supplanted in that role
by the rational-function technique, which never requires
summing large numbers of terms.

1D. R. Jackson and I. Ivakin, ‘‘Scattering from elastic sea-beds: First-order
theory,’’ J. Acoust. Soc. Am.103, 336–345~1998!.

2I. Ivakin and D. R. Jackson, ‘‘Effects of shear elasticity on sea bed scat-
tering: Numerical examples,’’ J. Acoust. Soc. Am.103, 336–345~1998!.

3P. D. Mourad and D. R. Jackson, ‘‘A model/data comparison for low-
frequency bottom backscatter,’’ J. Acoust. Soc. Am.94, 344–358~1993!.

4M. D. Max, ‘‘Gas hydrates and acoustically laminated sediments: Poten-
tial environmental cause of anomalously low acoustic bottom loss in deep-
ocean sediments,’’ Naval Research Laboratory Report 9235, February
1990.

5H.-H. Essen, ‘‘Scattering from a rough sedimental seafloor containing
shear and layering,’’ J. Acoust. Soc. Am.95, 1299–1310~1994!.

6D. R. Jackson, D. P. Winebrenner, and A. Ishimaru, ‘‘Application of the
composite roughness model to high-frequency bottom backscattering,’’ J.
Acoust. Soc. Am.79, 1410–1422~1986!.

7A. G. Voronovich, ‘‘Theory of sound scattering by a free corrugated sur-
face,’’ Sov. Phys. Acoust.30, 444–448~1984!.

8A. G. Voronovich, ‘‘A unified description of wave scattering at boundaries
with large and small roughness,’’ inProgress in Underwater Acoustics,
edited by H. M. Merklinger~Plenum, New York, 1986!, pp. 25–34.

9R. Dashen, F. S. Henyey, and D. Wurmser, ‘‘Calculations of acoustic
scattering from the ocean surface,’’ J. Acoust. Soc. Am.88, 310–323
~1990!.

10R. Dashen and D. Wurmser, ‘‘Approximate representations of the scatter-
ing amplitude,’’ J. Math. Phys.32, 986–996~1991!.

11R. Dashen and D. Wurmser, ‘‘Applications of the new scattering formal-
ism: The Dirichlet boundary condition,’’ J. Math. Phys.32, 997–1002
~1991!.

12D. H. Berman and D. K. Dacol, ‘‘Manifestly reciprocal scattering ampli-
tudes for rough interface scattering,’’ J. Acoust. Soc. Am.87, 2024–2032
~1990!.

13D. H. Berman, ‘‘Simulations of rough interface scattering,’’ J. Acoust.
Soc. Am.89, 623–636~1991!.

14D. K. Dacol and D. H. Berman, ‘‘Sound scattering from a randomly rough
fluid–solid interface,’’ J. Acoust. Soc. Am.84, 292–304~1988!.

15T. Yang and S. L. Broschat, ‘‘Acoustic scattering from a fluid–elastic–
solid interface using the small slope approximation,’’ J. Acoust. Soc. Am.
96, 1796–1804~1994!.

16R. Dashen and D. Wurmser, ‘‘A new theory for scattering from a surface,’’
J. Math. Phys.32, 971–985~1991!.

17D. Wurmser, ‘‘A manifestly reciprocal theory of scattering in the presence
of elastic media,’’ J. Math. Phys.37, 4434–4447~1996!.

18E. I. Thorsos and S. L. Broschat, ‘‘An investigation of the small slope
approximation for scattering from rough surface: Part I. Theory,’’ J.
Acoust. Soc. Am.97, 2082–2093~1995!.

19S. L. Broschat and E. I. Thorsos, ‘‘An investigation of the small slope
approximation for scattering from rough surfaces: Part II. Numerical stud-
ies,’’ J. Acoust. Soc. Am.101, 2615–2625~1997!.

20R. C. Gauss, R. F. Gragg, R. W. Nero, D. Wurmser, and J. M. Fialkowski,
‘‘Broadband models for predicting bistatic bottom, surface, and volume
scattering strengths,’’ J. Underwater Acoust.~accepted for publication!.

21K. L. Williams and D. R. Jackson, ‘‘Bistatic bottom scattering: Model,
experiments, and model/data comparison,’’ J. Acoust. Soc. Am.103, 169–
181 ~1998!.

22N. Bleistein and R. A. Handelsman,Asymptotic Expansions of Integrals
~Holt, Reinhart and Winston, New York, 1975!.

23Maple 7, Waterloo Maple, Inc., Waterloo, Ontario, Canada.
24N. G. van Kampen,Stochastic Processes in Chemistry and Physics

~North-Holland, Amsterdam, 1992!.
25D. Wurmser, R. F. Gragg, and R. C. Gauss, ‘‘Calculations of acoustic

scattering from an elastic ocean bottom,’’ J. Acoust. Soc. Am.104, 1809
~1998!.

26R. C. Gauss, D. Wurmser, R. W. Nero, and J. M. Fialkowski, ‘‘New
bistatic models for predicting bottom, surface, and volume scattering
strengths,’’Proceedings of the 28th Meeting of The Technical Cooperation
Program Maritime, Systems Group, Technical Panel Nine (TTCP MAR
TP-9), 18–22 October 1999~Naval Research Laboratory, Washington,
DC! ~also available via e-mail from the authors!.

27D. R. Jackson, ‘‘High-frequency bistatic scattering model for elastic sea-
floors,’’ Applied Physics Laboratory, University of Washington, Technical
Memorandum 2-00, February 2000.

28R. F. Gragg and D. Wurmser, ‘‘Scattering from rough elastic ocean floors:
Small-slope theory and experimental data,’’ inProceedings of the Envi-
ronmentally Adaptive Sonar Technologies (EAST) Peer Review, 8–11 Feb-
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It has been noted that the absorption coefficient of a porous material sample placed in a standing
wave tube is affected at low frequencies by the nature of the sample’s edge constraint. The edge
constraint has the effect of inhibiting the motion of the solid phase of the material. The latter can be
strongly coupled to the material’s fluid phase, and hence the incident sound field, by viscous means
at low frequencies. Here the absorption effect noted earlier was demonstrated experimentally. The
main focus of the work, however, was on a corresponding transmission loss effect. The material
considered was aviation grade glass fiber in two densities. It was found that the edge constraint
results in a shearing resonance of the sample at which frequency the transmission loss is a
minimum: below that frequency the transmission loss increases with decreasing frequency to a finite
low frequency limit proportional to the sample’s flow resistance. It was found that the constraint
effect could be modeled by using a poroelastic finite element model. It was also found that the
transmission loss of the edge-constrained samples approximated that of unconstrained samples at
frequencies above approximately 100 Hz when measured in a 10-cm-diam tube. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1413752#

PACS numbers: 43.20.Gp, 43.20.Mv, 43.58.Bh@DEC#

I. INTRODUCTION AND BACKGROUND

While developing a transfer matrix method for estimat-
ing the wave number and characteristic impedance of porous
materials,1 the transmission losses of two glass fiber materi-
als were measured in a modified standing wave tube. Those
measurements revealed that the constraint of the samples
around their edges had a significant effect on their transmis-
sion loss and other acoustical properties at low frequencies.
The materials considered were aviation-grade glass fibers,
and the samples were 2.9 cm in diameter and 7.5 cm in
depth. The transmission losses of these materials exhibited
minima in the 400–500 Hz range. Below that frequency, the
transmission loss appeared to increase with decreasing fre-
quency to a finite low frequency limit while at higher fre-
quencies the transmission loss was largely similar to that of a
laterally infinite sheet of the same material. A similar effect
had been noted earlier when measuring the transmission loss
of expandable sealant materials placed in the same
apparatus.2 It was suggested in the latter case that the bind-
ing, or constraint, of the samples around their circumference
by the standing wave tube caused the measured results to
differ from those of laterally infinite, plane sheets, particu-
larly at low frequencies in which region there can be strong
viscous coupling between the fluid and solid phases of a
porous material.

The effect of edge constraint on the surface normal im-
pedance of fibrous samples placed in a standing wave tube

had been noted earlier by Beranek,3 and the effects of low
frequency coupling between the fluid and solid phases of a
porous material on the absorption and impedance of layers of
porous material have been considered by Bolton4 and Allard
et al.5 However, the effect of edge constraint on the trans-
mission loss of fibrous materials has not been examined pre-
viously. Since the effect of the sample edge constraint is to
substantially increase the low frequency transmission loss of
porous materials, in the present instance to levels well above
those predicted by the mass law, an examination of this ef-
fect may have some significance with respect to the design of
low frequency noise barriers.

The main purpose of the work reported here was there-
fore to investigate the effect of edge constraint on the normal
incidence acoustical properties~i.e., transmission loss, ab-
sorption, and surface normal impedance! of glass fiber ma-
terials placed in a standing wave tube. First, the background
to this problem is considered, and then the measurement pro-
cedures and materials used here are described briefly. Next,
the finite element model that was used to represent the effect
of circumferential edge constraint is described. The depen-
dence of the predicted transmission loss and absorption on a
number of material parameters is then discussed. The latter
information was used to identify a set of material parameters
that resulted in good agreement between the finite element
model predictions and the measurements. Next, measured
and predicted results related to normal incidence transmis-
sion loss, absorption coefficient, and surface impedance are
presented and compared to the corresponding results when
the edge constraint was removed. An example is then pre-
sented to illustrate the effect of the strength of the edge-

a!Electronic mail: bolton@ecn.purdue.edu
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constraint condition on the low frequency transmission loss
and absorption coefficient of edge-constrained samples. Fi-
nally, conclusions are drawn regarding the ability to infer the
properties of laterally infinite samples of fibrous materials
from measurements made in standing wave tubes.

A. Effects of edge conditions on acoustical properties
of materials placed in standing wave tubes

The earliest reference to the effect of sample edge con-
ditions on standing wave tube measurements appears to be
by Beranek, who compared the calculated surface impedance
of samples of a lightweight, porous absorbing blanket with
measured results.3 He found that calculated and measured
results were difficult to match below 500 Hz, which he at-
tributed to ‘‘binding’’ of the sample around its circumfer-
ence. He speculated that the edge constraint caused the
sample to behave like a resistive diaphragm at low frequen-
cies and to exhibit resonances and antiresonances absent
from the response of an infinitely extended, finite-depth
layer. It was inferred that the impedance of porous materials
should be measured by using as large a diameter tube as
possible if measured results were to approach the values ex-
pected for large, unconstrained samples in the low frequency
range. Kosten and Janssen made similar observations with
respect to elastic porous materials such as foams.6 They also
pointed out the conflict between the requirements that the
sample must fit into the standing wave tube tightly enough
that there are no air spaces around the sample while at the
same time it should fit loosely enough that the solid phase of
the sample can vibrate freely. In practice it may not be pos-
sible to satisfy both requirements simultaneously. Allard and
Delage have also shown that the low frequency absorption
coefficient of high flow resistivity foams can be very sensi-
tive to the existence of small air gaps around the circumfer-
ence of the sample~e.g., when the sample diameter was 0.4
mm smaller than the tube diameter!.7 They noted that this
effect is particularly evident when there is strong coupling
between the fluid and solid phases of the material, i.e., when
the parameters/r1v@1 ~wheres is the flow resistivity,r1

is the bulk density of the expanded solid phase, andv is the
circular frequency!.

A further demonstration of the effect of edge constraint
on the normal incidence absorption coefficient of polyure-
thane foam samples 0.0254 m deep and 0.029 m in diameter
was presented by Ingardet al.8 They found significant differ-
ences between results for the cases in which the foam was
held tightly by the walls of the sample holder or was cut so
that the sample fit loosely in the tube~but presumably with-
out there being air gaps around the sample circumference!. In
particular, the first major absorption peak was reduced in
magnitude and was shifted to a higher frequency by the edge
constraint. They noted that ‘‘intimate’’ contact between the
sample and the tube wall could alter the acoustically induced
motion of the material’s solid phase, thus altering the fre-
quency dependence of the absorption coefficient.

Later, Cummings performed a study complementary to
Beranek’s and that of Allard and Delage in which he exam-
ined theoretically and experimentally the effect of air gaps
between a sound-absorbing material and the standing wave

tube wall.9 For both isotropic polyurethane foam and aniso-
tropic glass fiber samples it was found that air gaps had a less
noticeable effect on the measured impedance at low frequen-
cies than at high frequencies and that the resistance was gen-
erally decreased by the presence of air gaps while the reac-
tance was largely unaffected~at least by relatively small air
gaps!. It was also noted that air gaps tended to have a greater
significance in the case of media having relatively high flow
resistivities. Cummings also noted that some part of the ef-
fect of an air gap may be to release the sample edge con-
straint, thus minimizing the effect of the frame waves and
transverse waves induced by viscous and inertial coupling
between the fluid and solid phase of the porous material
acting in conjunction with the edge constraint.

Kang and Bolton used a finite element model based on
the Biot theory10,11 to predict the effects of edge constraints
on the sound absorption and transmission loss of relatively
stiff, partially reticulated foams.12,13 They noted that at low
frequencies the edge constraint had the effect of increasing
the magnitude of the imaginary part of the foam’s surface
normal impedance, i.e., the edge constraint apparently stiff-
ened the material. The latter behavior contrasts with the ef-
fect of an air gap around the sample. Also in contrast to the
effect of air gaps, the edge constraint was found to affect the
resistance and reactance in approximately equal measure.
The edge-constraint effect was found to be particularly
marked in the case of foams having a membrane bonded to
their incident surface, in which case the foam’s solid phase is
directly excited by the action of the membrane, hence caus-
ing the frame wave to be well excited directly and the trans-
verse wave contribution to be significant owing to the edge
constraint. The net effect of the edge constraint on finite-
depth layers of membrane-surfaced foams was to increase
the frequency of the first absorption peak and to reduce the
latter’s magnitude: This finding was similar to that reported
earlier by Ingard in the case of unfaced foams.8 Numerical
predictions also showed that the low frequency transmission
loss of a finite-depth, constrained foam plug should be in-
creased compared with that of an unconstrained plug. In par-
ticular, it was predicted that the low frequency transmission
loss of an edge-constrained plug was limited to a finite value
appropriate for a rigid porous material; the limiting value
presumably being related to the total flow resistance of the
finite-depth layer. This behavior contrasts with that of an
unconstrained porous plug, in which case the low frequency
limit of the transmission loss is 0 dB. It was also noted that
the edge-constraint effect became small at frequencies above
the cut-on of the first shearing cross mode within the porous
material, and that frequency was proportional to the square
root of the in vacuo Young’s modulus~all other material
parameters being held constant!.

Johansenet al. have used a two-dimensional, axisym-
metric finite element implementation of the second formula-
tion of the Biot theory14 to predict the effect of air gaps
around a standing wave tube sample,15 i.e., the case consid-
ered by Cummings analytically; but in this case the effect of
the frame and transverse waves was modeled. They found
qualitative agreement between Cumming’s data and the pre-
dicted surface normal impedance, i.e., the air gap caused a
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significant reduction of the real impedance without having a
noticeable effect on the reactance. However, edge-constraint
effects were not considered: that is, the contact between the
elastic porous material and the tube wall was assumed to be
frictionless. Vigranet al. compared two-microphone, free-
field measurements of the surface normal impedance and ab-
sorption coefficient of a large foam sample with measure-
ments of the same material made within a 4-cm-diam
standing wave tube~when the samples were either glued to
the tube walls or were sized so that they were tightly con-
strained! and with axisymmetric finite element predictions
with and without constrained edge conditions imposed.16

They showed both experimentally and numerically that the
polyurethane foam samples were stiffened by the edge con-
straint with the result that resonance features associated with
frame motion were shifted to higher frequencies when com-
pared to the free-field results. This conclusion was the same
regardless of whether the samples were glued to the walls of
the sample holder or were tightly held by friction. They also
found, at least for the relatively stiff, partially reticulated,
high flow resistivity foam that they considered, that a tube
diameter of at least 10 cm was required to approximate free-
field absorption results. They therefore noted that the edge-
constraint effect could have a significant effect on standing
wave tube measurements, particularly for relatively stiff, par-
tially reticulated, high flow resistivity foams~or more gener-
ally, for materials and frequency ranges in which there is
strong coupling between the motion of the solid and fluid
phases!.

Thus, to date, it has been found in both experimental and
numerical work that the major effect of sample edge con-
straint is both to stiffen the sample and increase its resistance
at low frequencies when compared with the impedance of
large, unconstrained samples of the same material. This ef-
fect combined with the presence of frame and shear waves
which are coupled to each other and to the airborne wave by
the effect of the edge constraint make it possible for addi-
tional low frequency resonances to occur, as had been noted
previously for laterally infinite plane materials.4,5 Finally,
both finite element simulations13 and measurements on ex-
panded foams2 have suggested that the second major effect
of edge constraint is to increase the low frequency transmis-
sion loss of porous layers to a finite limit controlled by the
flow resistance of the layer. The latter conclusion is pursued
here with respect to light, fibrous materials.

B. Measurements of mechanical properties of glass
fiber

As part of the present work, the elastic properties of
glass fiber samples as installed in a standing wave tube were
estimated by fitting finite element predictions to measure-
ments of transmission loss and absorption coefficient. Thus it
is appropriate to review briefly prior work related to the es-
timation of these properties.

The complex Young’s and shear moduli can have an
important effect on the acoustical characteristics of noise
control materials. Pritz developed a measurement procedure
in which a cylindrical specimen was excited longitudinally at
one end and was loaded by a mass at its other end; the

acceleration transfer function measured between the shaker
and the loading mass was then used to estimate the
frequency-dependent complex Young’s modulus of the
material.17,18He found that both thein vacuoYoung’s modu-
lus and the loss factor for a variety of fibrous materials were
essentially independent of frequency in the 100 Hz–3 kHz
range. Thein vacuo loss factors for these materials were
found to lie between 0.006 and 0.026. Note that all of the
materials Pritz tested were denser by approximately an order
of magnitude or more than the materials considered in the
present work. Wilson and Cummings subsequently used a
two-thickness implementation of Pritz’s technique to deter-
mine thein vacuodynamic structural properties of glass fiber
materials, e.g., complex wave number, characteristic imped-
ance, and Young’s modulus.19 For glass fiber compressed to a
density of 24 kg/m3 they found the Young’s modulus to be
approximately 3.33103 Pa: they were unable to obtain accu-
rate estimates of the loss factor, however.

Ingardet al. performedin vacuomeasurements using an
apparatus similar to that of Pritz.8,20 They also considered
relatively dense glass fiber material~approximately 96
kg/m3! and found that it was stiffer than air and had a loss
factor of approximately 0.04.

Note finally that a number of authors have commented
on the nonlinear dynamic response of fibrous materials, i.e.,
their apparent stiffness depends on the strain level at which
the sample is tested.5,8,17,18 It has also been suggested that
fibrous materials are stiffer by possibly large factors at small
strains than at large strains;5 it is reasonable to expect that
this behavior is dependent on the detailed microstructure of
the material. These observations are significant in the present
context since the strain imposed on a fibrous material by an
acoustic excitation~as in a typical standing wave tube! is
likely to be smaller than that imposed by a mechanical
shaker of the type used previously to make measurements of
the dynamic mechanical properties of fibrous media.

II. MEASUREMENT PROCEDURES AND MATERIALS
TESTED

A. Experimental apparatus and procedures

The experimental procedures used to obtain estimates of
the absorption coefficient, surface normal impedance, and
the transmission loss of cylindrical glass fiber samples were
based on earlier work by Boltonet al.2 and Song and
Bolton.1

The measurements were made using a modified standing
wave tube~the Brüel and Kjær Two-Microphone Impedance
Measurement Tube Type 4206!: see Fig. 1. Note that the
Brüel and Kjær standing wave tube is nominally suitable for
both low frequency~100–1600 Hz! and high frequency
~500–6400 Hz! measurements. In the work presented here
the high and low frequency tubes~2.9 and 10-cm-i.d., re-
spectively! were modified by the addition of custom-made
sections as shown in Fig. 1. The downstream section of each
tube was separated from the upstream section by a sample
holder of the same internal diameter as the up- and down-
stream sections. The two microphone locations in both the
up-and downstream tube sections were separated by 2 cm in
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the high frequency case and 5 cm in low frequency case. In
the high frequency tube, measurement position 2 was located
21.2 cm from the front surface of the sample, and measure-
ment position 3 was located 13.6 cm from the rear surface of
the sample. In the low frequency case, measurement position
2 was located 35 cm from the front surface of the sample,
and measurement position 3 was located 17.4 cm from the
rear surface of the sample. Note that the sample holders used
here were sufficiently stiff that the frequency of their first
ovalling modes were well above the frequency range of in-
terest. Note also that the high frequency results presented
here are nominally accurate only in the frequency range
500–6400 Hz. Nonetheless, it is believed that the current
results are reasonably accurate to lower frequencies~e.g.,
100 Hz! owing to careful phase calibration of the micro-
phones and to the fact that the reactivity of the sound fields
in the up- and downstream sections was low owing both to
the presence of an anechoic termination and the absorptive

properties of the materials under test. Similarly, it is believed
that the low frequency tube results are accurate to a lower
frequency of approximately 50 Hz.

The approximately anechoic terminations that termi-
nated the downstream section of both tubes were created by
packing a standard sample holder with a depth of polyure-
thane foam. The foam was cut into small pieces that were
packed progressively more densely toward the downstream
end of the termination. The absorption coefficient of the high
frequency termination was greater than 0.96 in the frequency
range 500–6400 Hz while the absorption coefficient of the
low frequency termination was greater than 0.92 in the fre-
quency range 100–1600 Hz. Note that an anechoic termina-
tion is not required by the measurement procedure used here,
but its use improves the accuracy of the transfer function
estimates on which the procedure is based by causing the
reactivity of the sound field in the downstream section to be
low.1

The loudspeaker at the upstream end of the apparatus
was used to generate a broadband random signal over the
frequency range 100–6400 Hz in the high frequency case
and 50–1600 Hz in the low frequency case. A four-
microphone approach was adopted here in contrast with the
measurement procedure described earlier in which a single
roving microphone was used.1,2 The transfer functions be-
tween the output of microphone 1~treated as an input! and
the outputs of microphones 2 and 3,H21 and H31, respec-
tively, and the transfer function between the output of micro-
phone 3~treated as the input! and the output of microphone
4, H43, were estimated over the prescribed frequency band
by using a HP 35670A frequency analyzer. A microphone
switching calibration procedure based on that suggested in
the ASTM E 1050-90, two-microphone standing wave tube
standard21 was used to minimize the effects of microphone
phase mismatch. The measurement was controlled and the
transfer function data was analyzed using LabView software
running on a personal computer.

B. Calculation of transmission loss, absorption
coefficient, and surface normal impedance

In the implementation of the four-microphone method
employed here, three transfer functions were measured; i.e.,
H215P2 /P1 , H315P3 /P1 , and H435P4 /P3 , where
P1–P4 may be considered the complex sound pressures at
microphone locations 1–4. The complex sound pressures
may themselves be represented as a superposition of plane
wave components: See Fig. 2. The coefficientsA to D repre-
sent the complex magnitudes of the plane wave components
in the up- and downstream tube sections, and the latter may
easily be expressed in terms of the complex pressures
P1–P4 , or alternatively, in terms ofP1 and H21, H31 and
H43, i.e.,

A5
jP1~ejkx22H21e

jkx1!

2 sink~x12x2!
, ~1a!

B5
jP1~H21e

2 jkx12e2 jkx2!

2 sink~x12x2!
, ~1b!

FIG. 1. Schematic of four-microphone measurement setup:~a! high fre-
quency tube,~b! low frequency tube.
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C5
jP1H31~ejkx42H43e

jkx3!

2 sink~x32x4!
, ~1c!

D5
jP1H31~H43e

2 jkx32e2 jkx4!

2 sink~x32x4!
. ~1d!

Herek denotes the wave number in the ambient fluid within
the tube,x1–x4 represent the locations of measurement po-
sitions 1–4, and ane1 j vt sign convention has been adopted.
By following the procedures outlined in Ref. 1, the coeffi-
cientsA–D may be used to express the sound pressures and
normal acoustic particle velocities on the up- and down-
stream faces of the sample~i.e., atx50 andx5d, respec-
tively! in terms ofP1 and the three transfer functions. The
latter information may then be used to solve for the elements
of the two-by-two transfer matrix that relates the pressures
and particle velocities on the two faces of the sample.1

When the transfer matrix elements are known, the plane
wave reflection coefficient, the plane wave transmission co-
efficient, and surface normal impedance of the sample may
then be calculated based on a knowledge ofH21, H31, and
H43 for arbitrary tube termination conditions. Here it was of
interest to calculate these quantities for the case of a per-
fectly anechoic termination, in which case the reflection co-
efficient,Ra , and transmission coefficient,Ta , are

Ra5
H21e

2 jkx12e2 jkx2

ejkx22H21e
jkx1

, ~2!

Ta5
H31sink~x12x2!@ejkx42H43e

jkx3#

sink~x32x4!@ejkx22H21e
jkx1#

, ~3!

when expressed in terms of the measured transfer functions.
The anechoic surface normal impedance,Zna, can similarly
be expressed as

Zna5 j r0c
sinkx22H21sinkx1

coskx22H21coskx1
, ~4!

where r0c is the characteristic impedance of the ambient
fluid. The normalized anechoic surface normal impedance is
then zna5Zna/r0c. Note that the use of Eqs.~2!–~4! to
evaluate the acoustical properties of the sample serves to
eliminate the effect of reflections from the tube termination,
hence making knowledge of the tube termination impedance
unnecessary. Reflections from the tube termination can result
in errors whenRa is estimated asB/A and Ta is estimated
from C/A.1

Finally, the absorption coefficient of the anechoically
terminated sample is evaluated asaa512uRau2 and the
anechoic transmission loss as TLa510 log(1/uTa u2). Other
tube termination conditions could be considered when evalu-
ating the acoustical properties of the sample, e.g., a hard or
partially reflecting termination could be assumed.1 However,
in the present instance it was convenient to compare the
measured results with finite element calculations made under
the assumption of a perfectly anechoic termination.

Finally, note that the wave number within the tube,k,
was assumed to be complex and was calculated using a for-
mula presented by Temkin@Eq. ~6.6.9! in Chap. 6 of Ref.
22#. The latter formulation was found to represent the mea-
sured effects of wall losses more accurately than the wide
duct formulas presented by Pierce,23 which were used in
early implementations of the present measurement proce-
dure.

C. Materials tested

The materials tested in the present work were aviation-
grade glass fibers: The measured densities and flow resistiv-
ities of the materials used, here identified by their colors
~yellow and green!, are listed in Table I. The sheets of glass
fiber from which the samples were cut were nominally 1 in.
thick, and cylindrical samples of the lining material were
carefully cut to fit snugly inside the sample holder. Each

FIG. 2. Geometry for plane wave decomposition pro-
cedure.

TABLE I. Poroelastic material properties used in calculations.

Material

Bulk
density
~Kg/m3! Porosity Tortuosity

Measured/
estimated flow

resistivity
~MKS Rayls/m!

Shear
modulus

~Pa!
Loss
factor

Yellow 6.7 0.99 1.1 14 800/21 000 1200 0.35
Green 9.6 0.99 1.1 24 400/31 000 2800 0.275

2906 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Song et al.: Acoustical effect of sample edge constraint



measurement reported here was made using three layers of
lining material to give a total sample thickness of 3 in. The
lining materials were carefully inserted into the sample
holder so that the depth of the individual layers comprising
the complete sample was preserved insofar as possible. Glass
fiber materials of these relatively low densities are delicate
so that it is difficult to insert the samples into the sample
holder without distorting them slightly, thus introducing in-
tersample variability. To reduce the effect of sample mount-
ing differences and material variability, ten individual mea-
surements were performed using a total of 30, 1-in.-deep
samples; the results of the ten individual tests were then av-
eraged to give the results presented here. Note that the pa-
rameters/r1v is unity at approximately 350 Hz for the
yellow material and at approximately 400 Hz for the green
material. Thus it should be expected that the motions of the
fluid and solid phases of these materials are well coupled
near and below these frequencies.

III. MODELING OF SOUND TRANSMISSION AND
ABSORPTION

A. Finite element models

The acoustical performance of the cylindrical glass fiber
samples was modeled using the codeCOMET/ACOUSTICS—

SAFE ~supplied by Automated Analysis Corporation of Ann
Arbor, MI!. This software is based on a finite element imple-
mentation of the Biot theory for wave propagation in elastic
porous materials.10 Specifically, it is based on the version of
the Biot theory described previously by Boltonet al.11 All of
the results presented here were calculated using axisymmet-
ric models, whose implementation has been described
elsewhere.24

The axisymmetric finite element models used here are
shown in Fig. 3. The gray elements represent a plug of glass
fiber 0.075 m in length and 0.0145 m in radius for the high
frequency tube case, and 0.05 m in radius for the low fre-
quency tube case. The white elements represent the up- and
downstream air spaces~i.e., air regions I and II! that were
each 0.05 m in length and 0.0145 m in radius for the high
frequency case, and 0.15 m in length and 0.05 m in radius for
the low frequency case. The lower edge of the model repre-

sents the axis of symmetry while the upper edge represents
the outer circumference of the duct. In the high frequency
case, the model comprised 180 poroelastic elements and 240
air elements for a total of 420 elements having 497 nodes.
Each of the elements had the same size, i.e., 0.0025 m in the
axial direction and 0.002 417 m in the radial direction. In the
low frequency case, the model comprised 40 poroelastic el-
ements and 150 air elements for a total of 190 elements
having 234 nodes. Each of the elements had the same size,
i.e., 0.01 m in the axial direction and 0.01 m in the radial
direction. All of the elements in the axisymmetric model
were linear, four-node, quadrilateral elements. The param-
eters that were used to specify the properties of the poroelas-
tic medium were flow resistivity, tortuosity, porosity, bulk
density of the expanded material, bulk Young’s modulus and
corresponding loss factor, and Poisson’s ratio.

A unit amplitude axial velocity was applied to the left-
hand side of air region I to simulate a plane piston. The
right-hand end of air space II was terminated by ar0c im-
pedance~i.e., a normalized impedance of unity!, thus creat-
ing an anechoic termination.

B. Boundary conditions

The boundary conditions to be applied in the axisym-
metric case have been considered in detail elsewhere,24 and
will only be described briefly here. Open surface boundary
conditions were assumed to apply at both the front and rear
surfaces of the glass fiber plug. In this case, normal volume
velocity is conserved locally at the interface between the
poroelastic medium and the exterior air space~i.e., neither
the normal fluid or solid phase velocity is specified indepen-
dently, only their area-weighted sum!. In contrast, the exte-
rior sound pressure is applied independently to the fluid and
solid phases. The shear stress at an open interface is set equal
to zero.

The duct circumference was itself assumed to be a rigid.
Thus in the air regions, a zero normal velocity condition was
applied in the radial direction at the duct wall. Within the
poroelastic medium, the radial displacements of both the
solid and fluid phases were set to zero at the duct circumfer-
ence to model the hard wall boundary condition. To represent

FIG. 3. Axisymmetric finite element model:~a! high
frequency tube,~b! low frequency tube.
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the constraint of the glass fiber by contact with the duct wall,
the axial component of the solid phase displacement was also
set equal to zero at the duct wall, i.e., the material was con-
sidered to be ‘‘bonded’’ to the duct wall. Note, however, that
the tangential displacement of the fluid component displace-
ment within the porous material was not constrained at the
duct wall, i.e., the fluid phase of the poroelastic medium was
allowed to ‘‘slip’’ at the boundary.

To represent a case in which the glass fiber is not solidly
attached to the duct wall but can slip axially even though it is
constrained radially, it is only necessary to eliminate the re-
quirement that the axial component of the solid phase dis-
placement be zero at the duct wall. When a plane wave is
incident at normal incidence on a plug of this sort, the acous-
tical behavior of the plug is the same as that of a laterally
infinite, finite-depth sheet of material.12 Thus the uncon-
strained case can be calculated using plane wave theory.11

The latter theory was used to calculate the acoustical prop-
erties of the glass fiber plug when it was assumed to slip at
the wall. The difference between the acoustical performance
in the latter configuration and in the edge-constrained condi-
tion thus represents the acoustical impact of the edge con-
straint. In results presented in Sec. V, the effect of a partial
edge constraint was simulated by reducing the stiffness of
the row of poroelastic elements adjacent to the duct outer
circumference.

C. Calculation of acoustical properties

For the purpose of generating numerical results to com-
pare with the experimental results, the output of the finite
element calculations was treated in a way similar to the ex-
perimental data. That is, after each run, the complex sound
pressure was evaluated at two adjacent nodes on the axis of
symmetry in both the up- and downstream tube sections.
These data were then used in conjunction with Eq.~1! to
evaluate the coefficientsA–D ~D being negligible compared
to the rest owing to the assumption of an anechoic termina-
tion!. The plane wave reflection coefficient can then be
evaluated asRa5B/A and the plane wave transmission co-
efficient asTa5C/A ~these simple calculations being pos-
sible since the tube termination is truly anechoic in the nu-
merical calculations!. The absorption coefficient and
transmission loss were then calculated as for the experimen-
tal data. Finally, the anechoic surface normal impedance was
evaluated asZna5r0c(11Ra)/(12Ra).

IV. PROCEDURES FOR MATCHING MEASURED AND
PREDICTED ACOUSTICAL PROPERTIES

It was of interest to find the set of material properties
that resulted in good agreement between the measured and
predicted results for the glass fiber plugs: These comparisons
were based on an examination of the dependence of the be-
havior of the transmission loss and absorption coefficient on
the various material properties.

In the finite element calculations, the bulk densities of
the materials were set to their measured values. The porosity
of both materials was set to 0.99, which is consistent with
their low bulk densities. The tortuosity of both materials was

set to a small value, 1.1, considered to be typical for low
density fibrous materials.25 The solid phase Young’s modulus
and Poisson’s ratio were not chosen independently. Rather,
the shear modulus was specified since it was found to control
the location of the resonance features in the transmission loss
and absorption coefficient results~see Sec. V A!.

The flow resistivity, shear modulus, and loss factor listed
in Table I were determined by first examining the depen-
dence of the transmission loss and absorption coefficient on
these parameters and then choosing a set of values that re-
sulted in good agreement between measured and predicted
values. The flow resistivities estimated in this way were
found to be approximately 25% higher than the measured
values~see Table I!. This discrepancy is perhaps due to the
neglect of pore shape factors25 in the implementation of the
Biot theory used here. Note also that it has been observed
previously that the flow resistivity appearing in the Biot
model must be increased beyond its measured value to
achieve good agreement between measured and predicted
acoustical properties for fine fiber materials of the type con-
sidered here.26 It is also possible that the slight compression
of the samples required to insert them into the standing wave
tube results in an increase in flow resistivity. Nonetheless,
the agreement between the measured and predicted values
presented in Sec. V is sufficiently good to suggest that the set
of material properties listed in Table I is reasonably accurate
for the materials and configurations considered here.

V. DISCUSSION OF RESULTS

A. Parameter variation results

Here, the dependence of the predicted transmission
losses and absorption coefficients on the material parameters
discussed previously is considered. Note that for all the pre-
dicted results presented here, the material properties have
been fixed at the values specified in Table I for the green
material with the exception of the single parameter whose
effect is being demonstrated. In addition, note that all of the
predictions presented here are for 2.9-cm-diam, 7.5-cm-deep,
edge-constrained cases.

1. Stiffness properties

First, consider the effect of Young’s modulus,Em , and
Poisson’s ratio,n. In preliminary work, it was found that a
wide range of Young’s moduli and Poisson’s ratios gave ap-
proximately the same results so long as the shear modulus
(G5Em/2(11n)) remained constant. This effect is demon-
strated in Fig. 4~for a value ofG52800 Pa! where it can be
seen that the Young’s modulus and Poisson’s ratio have es-
sentially no independent impact on the absorption coefficient
or transmission loss. Thus it appears that the single param-
eter, the shear modulus, controls the dynamics of the solid
phase of the constrained fibrous plug~along with the material
bulk density, of course!.

The effect of shear modulus variation on the transmis-
sion loss and absorption coefficient is illustrated in Fig. 5. In
these calculations the Poisson’s ratio was fixed at 0.4 for the
yellow material and 0.45 for the green material, and the
Young’s modulus was varied as necessary to achieve a speci-
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fied shear modulus. It can be seen that the major effect of the
shear modulus is to shift the minimum location in the trans-
mission loss results@Fig. 5~a!#, and the location of the cor-
responding peak in the absorption coefficient results@Fig.
5~b!#. It was found that the locations of the transmission loss
minimum and the absorption coefficient peak shifted ap-
proximately in proportion to the square root of the shear
modulus. These results suggest that the minimum of the
transmission loss and the corresponding absorption peak are
associated with a shearing resonance of the solid phase of the
porous material, as suggested earlier elsewhere.13 In such a
motion, the material’s solid phase moves axially: The axial
motion is constrained to be zero at the outer circumference
and is presumably a maximum at the center of the sample.
Above the first resonance frequency, the effect of the shear
modulus on both the transmission loss and absorption coef-
ficient is modest, although some evidence of higher order
shearing resonances is visible as the frequency is increased.

2. Loss factor
The effect of thein vacuoloss factor of the solid phase

on the transmission loss and absorption coefficient is shown

in Fig. 6. It can be seen in Fig. 6~a! that the loss factor
controls the depth of the transmission loss minimum at the
first shearing resonance frequency, and also at the progres-
sively higher frequencies at which the higher order shearing
modes are assumed to occur. A corresponding effect is vis-
ible in the absorption coefficient results@Fig. 6~b!#.

3. Flow resistivity

Finally, the effect of flow resistivity on the transmission
loss and absorption coefficient is shown in Fig. 7. In Fig.
7~a! it can be seen that the flow resistivity controls the low
frequency limit of the transmission loss when the thickness
of the material is fixed. In this frequency range, i.e., below
the first shearing resonance, the material appears to behave
essentially like a rigid porous material owing to the edge
constraint, and so as the flow resistivity is increased, the
transmission loss increases. It can also be seen that the flow
resistivity has a large effect on the transmission loss above
the first resonance frequency. Thus the flow resistivity has a
significant impact on the transmission loss both below and-
above the frequency of the first shearing mode of the fibrous

FIG. 4. Dependence of~a! transmission loss and~b! absorption coefficient
on Young’s modulus and Poisson’s ratio at a fixed shear modulus (G
52800 Pa).

FIG. 5. Effect of shear modulus:~a! transmission loss and~b! absorption
coefficient~parameters as for the green material listed in Table I except as
noted!.
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plug. The fact that the flow resistivity has a relatively small
effect in the vicinity of the transmission loss minimum is
consistent with the suggestion that the latter feature is asso-
ciated with a shearing resonance of the solid phase, and that
in this frequency range there is relatively small relative mo-
tion between the solid and fluid phases within the porous
material. Similarly, it was found that the flow resistivity has
a significant impact on the absorption coefficient over the
complete frequency range considered@see Fig. 7~b!#, al-
though near the first shearing resonance frequency, its effect
is decreased. Note that the absorption coefficient decreases
monotonically as the flow resistivity of the material is in-
creased as might be expected for an anechoically terminated
fibrous layer.

4. Estimation of material parameters

From the above-presented illustrative results it may be
concluded that the shear modulus controls the location of

resonance features, that the loss factor controls the width and
height or depth of those features, and that the flow resistivity
controls both the low frequency limit and high frequency
asymptote of the transmission loss.

Based on these observations, the flow resistivity, shear
modulus, and loss factor were adjusted to produce good
agreement between measurements and predictions for the
green and yellow glass fiber in both small and large diameter
configurations. The parameter search was further constrained
by the requirement that a single set of parameters should
yield reasonable agreement in both the small and large diam-
eter configurations for both materials. The parameter values
determined in this way are listed in Table I and the compari-
sons between the measured transmission losses, absorption
coefficients and surface normal impedances and the corre-
sponding predicted results are shown in Figs. 8, 9, and 10,
respectively. These various results will be discussed in Sec.
V B.

FIG. 6. Effect of loss factor:~a! transmission loss and~b! absorption coef-
ficient ~parameters as for the green material except as noted!.

FIG. 7. Effect of flow resistivity:~a! transmission loss and~b! absorption
coefficient~parameters as for the green material listed in Table I except as
noted!.
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B. Comparison between measured and predicted
results

1. Transmission loss

The measured and predicted transmission losses for the
green and yellow materials in both large and small diameter
configurations are shown in Fig. 8. It may be seen that there
is good agreement between the edge-constrained finite ele-
ment method~FEM! predictions and the measurements over
the entire frequency range considered. Certainly, the location

and depth of the resonance dip due to the first shearing mode
of the sample are reproduced well. Note that the transmission
loss minimum appears at a higher frequency for the green
material than for the yellow material in both small and large
diameter configurations: compare Figs. 8~a! and~c!, and 8~b!
and ~d!. This result is consistent with the shear moduli esti-
mated for these two materials~see Table I!. Note also that the
first minimum in the transmission loss occurs at a lower
frequency when the diameter of the material is increased. In
the case of the green material, for example, the small diam-

FIG. 8. Measured and predicted trans-
mission losses:~a! yellow material in
large tube,~b! yellow material in small
tube, ~c! green material in large tube,
~d! green material in small tube. Line
types are as indicated.

FIG. 9. Measured and predicted ab-
sorption coefficients:~a! yellow mate-
rial in large tube,~b! yellow material
in small tube, ~c! green material in
large tube,~d! green material in small
tube. Line types are as indicated.
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eter minimum occurs at approximately 450 Hz@Fig. 8~d!#
while the corresponding minimum in the large diameter case
occurs at approximately 150 Hz@Fig. 8~c!#. Thus the change
in resonance location is approximately inversely proportional
to the sample diameter as would be expected for a transverse
resonance of the sample.

By comparing the measured and FEM-predicted results
to predictions made without imposing an edge constraint, the
effect of the latter is clear, i.e., the constraint causes the
transmission loss to increase at low frequencies. As shown in
Fig. 7~a!, the low frequency limit of the transmission loss in

the constrained configuration is controlled by the flow resis-
tivity. The low frequency limiting behavior is particularly
clear in the small diameter configuration for both materials
@Figs. 8~b! and ~d!#. It can be seen that the edge constraint
causes the transmission loss of the small diameter samples to
be increased by approximately 7 dB at 100 Hz in the case of
the yellow materials, and by approximately 10 dB at 100 Hz
for the green material. Thus, it may be concluded that the
major effect of the edge constraint is to increase the trans-
mission loss of the materials at low frequencies. Note that
the transmission loss calculated according to the mass law

FIG. 10. Measured and predicted sur-
face normal impedances:~a! yellow
material in large tube,~b! yellow ma-
terial in small tube,~c! green material
in large tube,~d! green material in
small tube. Line types are as indicated.
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~i.e., assuming a limp barrier having the same mass per unit
area as the glass fiber layer! is essentially the same as that of
the unconstrained glass fiber layer in the region (s/r1v)
@1. For the yellow and green materials at 100 Hz, the mass
law predictions for the transmission loss are 0.6 and 1.1 dB,
respectively. Thus below the first shearing resonance the
transmission loss of the edge-constrained glass fiber layers is
well in excess of that of limp, impervious layers having
equivalent masses per unit area.

It is believed that in the low frequency limit, the fibrous
samples behave like rigid porous materials owing to the ef-
fect of the edge constraint. Thus the low frequency
asymptotic behavior of rigid porous media was investigated
by using a Biot–Allard-like relaxation model presented by
Wilson.27,28As shown in the Appendix, the Biot–Allard-like
relaxation model takes on a simple form in the low fre-
quency limit and may easily be used to estimate the limiting
values of the transmission and reflection coefficients and the
surface normal impedance. By using this approach the low
frequency limits of the transmission losses of the yellow and
green samples~based on the estimated flow resistivities!
were predicted to be 9.3 and 11.7 dB, respectively. These
values are in good agreement with both the FE predictions
and measurements for both materials in the case of the small
diameter tube: See Figs. 8~b! and ~d!. In the large diameter
configuration, the low frequency limit has not been reached
for either material at the lowest frequency considered here
@see Figs. 8~a! and~c!# owing to the relatively low frequency
of the shearing resonance in the large diameter case.

2. Absorption coefficient

The predicted and measured absorption coefficients are
shown in Fig. 9. There it may be seen that there is good
agreement between the measured and predicted absorption
for both yellow and green materials in both large and small
diameter configurations. In particular, note that the character
of the FEM predictions is much closer to that of the mea-
surements than is that of the unconstrained predictions. Spe-
cifically, the latter predictions do not reproduce the local ab-
sorption peaks that occur for both materials in both
configurations and that are associated with the corresponding
transmission loss minima. In addition, the unconstrained pre-
dictions indicate that the absorption should increase mono-
tonically toward unity at low frequencies when in fact the
absorption decreases toward a low frequency limit signifi-
cantly less than unity. The latter behavior is clear in the small
diameter results for both materials: See Figs. 9~b! and ~d!.
Note that the low frequency absorption is smaller in the con-
strained than in the unconstrained cases. But note that in the
unconstrained case the ‘‘absorption’’ results primarily from
sound transmission through the sample rather than from dis-
sipation within the material as in the constrained case.

Based on the Biot–Allard-like relaxation model,27,28 the
low frequency limits of the absorption coefficients of the
yellow and green samples are predicted to be 0.57 and 0.45,
respectively. These predictions are in reasonable agreement
with both the FE predictions and measurements in the small
diameter case: See Figs. 9~b! and~d!. However, the low fre-

quency limit has not been reached in the large tube case at
the lowest frequency considered here: See Figs. 9~a! and~c!.

3. Surface normal impedance

The surface normal impedance results are shown in Fig.
10. Once again it may be seen that there is good agreement
between the measurements and the FEM predictions for both
the yellow and green materials. By comparison with the un-
constrained predictions, it may be seen that the major quali-
tative effect of the edge constraint is to make the imaginary
component of the impedance negative at low frequencies.
i.e., to change the low frequency behavior of the sample
from mass-like to stiffness-like. In the unconstrained case, it
is presumed that at low frequencies the solid and fluid phases
move together owing to the good coupling of the solid and
fluid phases in this frequency range. Thus, in the low fre-
quency limit, the most important property of the uncon-
strained sample is its inertia~note the mass-like linear in-
crease of the reactance in the low frequency range in the
unconstrained results!. When constrained, the sample must
shear at low frequencies to accommodate the acoustical mo-
tion, and so the most important property of the material in
this case is its shear stiffness: hence the low frequency,
stiffness-like impedance in the constrained case. In addition,
the edge constraint causes the low frequency resistance to
increase in both large and small configurations compared to
the unconstrained prediction. Note that the low frequency
limit of the resistance in the unconstrained case approaches
zero since, in that case, the solid and fluid phases move to-
gether, there therefore being no relative motion between the
two phases, and thus no resistance. In the constrained case,
there must always be relative motion between the fluid and
solid phases in the low frequency limit since the solid phase
is constrained to have zero axial velocity at its circumference
while there is no similar constraint imposed on the fluid
phase. Thus, in the constrained case, it is believed that the
resistance should increase with decreasing frequency to a
limit of r0c1sd ~see the Appendix! as for a rigid porous
material. Here that limit has not yet been reached at the
lowest frequencies considered in either the small or large
diameter tube cases. Note finally that as suggested
previously,12,13 the edge constraint has a marked effect on
both the real and imaginary parts of the impedance, as op-
posed to the case of circumferential air gaps which primarily
affect the real part of the impedance.9,15

4. General comments

In summary, there is generally good agreement between
the measured acoustical properties of the glass fiber samples
and FEM predictions that take account of the sample edge
constraint. The major effects of the edge constraint, i.e., the
enhancement of the low frequency transmission loss and the
low frequency stiffening of the material are accurately repro-
duced by the finite element predictions. The quality of the fit
to the measured data could probably be improved by using
an automatic optimization procedure, e.g., if it were possible
to run COMET/ACOUSTICSinside a multidimensional optimi-
zation program so that the shear modulus, loss factor, and
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flow resistivity could be optimized simultaneously. Never-
theless, the quality and consistency of the fits achieved here
indicate that the major physical phenomena involved are rep-
resented accurately in the current model.

The values of the shear modulus and loss factor identi-
fied as part of the current work were somewhat larger than
expected based on earlier work. But as suggested
previously,5 fibrous materials of the type considered here
may exhibit relatively large stiffnesses at low strains, perhaps
because of friction locking of the fibers or because of the
slight compression of the material when it is constrained in
the sample holder. Note that similarly large values for thein
vacuo loss factors of aviation-grade glass fibers have also
been measured recently in independent work not yet
reported.29

C. Effect of edge constraint strength

When lightweight materials of the type considered here
are placed in a standing wave tube, it is difficult to ensure
uniform contact between the sample and the tube wall. Thus
the strength of the edge constraint may vary along the length
of the sample, and from sample to sample. Thus, it was of
interest here to demonstrate the effect of varying the strength
of the edge constraint. Here the degree of constraint was
adjusted by varying the stiffness of the poroelastic elements
immediately adjacent to the duct wall, i.e., the upper row of
elements in Fig. 3~a!. Here the green material, small diameter
case was considered. For a Poisson’s ratio of 0.45 and for
Young’s moduli ranging from 400 to 7000 Pa for the outer
row of elements, the transmission loss and absorption coef-
ficient were calculated: See Figs. 11~a! and~b!, respectively.
It may be seen that as the stiffness of the outer row of ele-
ments is reduced, thus reducing the degree of the constraint,
both the transmission loss and absorption coefficient results
approach those expected for the unconstrained case. It may
thus be concluded that the edge constraint effect generally,
and the enhancement of low frequency transmission loss in
particular, depends on the quality of the contact between the
porous material and the constraining surface. Note also that
as the degree of edge constraint increases, the first peak in
the absorption results shifts to higher frequencies and is re-
duced in magnitude as found earlier for foams.8,12

D. Effect of tube diameter on material property
estimates

As a final note, the measured and predicted transmission
losses and absorption coefficients measured using both small
and large diameter tubes for the green material are plotted in
Fig. 12 along with the corresponding constrained and uncon-
strained predictions.

It may be seen in Fig. 12~a! that the transmission loss
measured in the large tube approximates the unconstrained
case at frequencies above 100 Hz. The corresponding results
measured using the small diameter tube approximate the un-
constrained case at frequencies above 1 kHz. Thus, if it is
wished to estimate the normal incidence sound transmission
properties of large, unconstrained samples, the results from

the large and small diameter tubes can be combined to span
the frequency range 100 Hz–6.4 kHz, at least for the types of
materials considered here.

The corresponding absorption coefficient results are
shown in Fig. 12~b!. There it may be seen that the large
diameter results do not closely approach the unconstrained
results until approximately 700 Hz. The small diameter re-
sults converge to the unconstrained case at approximately the
same frequency. Thus absorption coefficient results for light-
weight, relatively high flow resistivity materials of the type
considered here should be treated with some caution at low
frequencies, even when measured in a large diameter tube, if
the intention of the measurements is to infer the properties of
large, unconstrained pieces of material.

VI. CONCLUSIONS

The work reported here has confirmed that one effect of
sample edge constraint in a standing wave tube is to stiffen
the sample at low frequencies as suggested by earlier nu-
merical results. This effect was found to have a significant
impact on both the transmission loss and absorption coeffi-

FIG. 11. The effect of varying the degree of edge constraint of the green
material on:~a! transmission loss and~b! absorption coefficient.
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cient. Thus the low frequency, normal incidence acoustical
properties of porous materials measured in standing wave
tubes should be treated with some caution if the intent of the
measurements is to infer the properties of large area samples
of the same materials. It was also shown here that the edge-
constraint effect could be reproduced with reasonable fidelity
by finite element predictions. However, the most striking ex-
perimental finding was that the transmission loss of edge-
constrained porous materials is substantially enhanced be-
yond that expected for large area samples of the same
material below the frequency of the first shearing mode of
the sample~given that s/r1v@1!. It was found that for
fibrous materials of the type considered here, the low fre-
quency limit of the transmission loss of constrained samples
is controlled by the material’s flow resistivity. When the ma-
terial has a relatively high flow resistivity, as in the present
case, the transmission loss in this low frequency, flow
resistivity-controlled region can be well in excess of that
predicted on the basis of the material’s mass per unit area. It
is conceivable that this effect might be used to enhance the
low frequency transmission loss of lined barriers if the lining

were divided into segments that are held within a rigid
frame. Thus the current findings may have practical implica-
tions for the design of noise control barriers.
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APPENDIX: LOW FREQUENCY LIMITS OF Ra , Ta ,
Zna , AND aa FOR RIGID POROUS MEDIA

In this Appendix, low frequency limiting expressions for
the reflection coefficient,Ra , transmission coefficient,Ta ,
and surface normal impedance,Zna, are derived for the case
of an anechoically terminated, finite-depth, rigid porous
layer. The derivation is based on the rigid porous material,
Biot–Allard-like, relaxation model presented by Wilson.27,28

In Wilson’s model, the characteristic impedance and wave
number are given by@Ref. 28, Eqs.~7! and ~8!#

rpcp

r0c
5

q

V F S 11
g21

A11 j vtent
D S 12

1

A11 j vtvor
D G 1/2

,

~A1!

kp

k
5qF S 11

g21

A11 j vtent
D Y S 12

1

A11 j vtvor
D G 1/2

,

~A2!

where rpcp represents the characteristic impedance of the
porous material,kp is the wave number of the porous mate-
rial, r0c is the characteristic impedance of air,k is the wave
number in air,q is the tortuosity~in Wilson’s notation!, V is
the porosity,g is the specific heat ratio,tent is the character-
istic time for the entropy mode,tvor is the characteristic time
for the vorticity mode, and here ane1 j vt sign convention has
been assumed. In these expressions,

tvor5
2r0q2

Vs
, ~A3!

tent5NPrsB
2tvor , ~A4!

where s represents the flow resistivity,NPr is the Prandtl
number, andSB is the pore shape factor. When it is assumed
vtent!1, vtvor!1, that products of small terms may be ne-
glected, and that 1/A11 j vtvor, for example, can be ex-
pressed as 12 j vtvor/2, the characteristic impedance and
wave number simplify to

rpcp

r0c
5A s

2vr0Vg
~12 j !, ~A5!

kp

k
5AsVg

2vr0
~12 j !. ~A6!

Next, note that the transfer matrix for a depthd of homoge-
neous, rigid porous material is1

FIG. 12. Superimposed low and high frequency measurements and predic-
tions for the green material:~a! transmission loss and~b! absorption coeffi-
cient.
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FT11 T12

T21 T22
G5F coskpd jrpcp sinkpd

j sinkpd/rpcp coskpd G . ~A7!

When it is assumed thatukpdu!1 ~i.e., that the layer depth is
small compared to a wavelength!, Eq. ~A7! becomes

FT11 T12

T21 T22
G5F 1 j rpcpkpd

jkpd/rpcp 1 G . ~A8!

After substituting Eqs.~A5! and ~A6! into Eq. ~A8!, the lat-
ter, in turn, becomes

FT11 T12

T21 T22
G5F 1 sd

jkdgV/r0c 1 G . ~A9!

The normal reflection and transmission coefficients and the
surface normal impedance for the case of an anechoic termi-
nation can be written in terms of the transfer matrix elements
as

Ra5
T111T12/r0c2r0cT212T22

T111T12/r0c1r0cT211T22
, ~A10!

Ta5
2ejkd

T111T12/r0c1r0cT211T22
, ~A11!

Zna5
T111T12/r0c

T211T22/r0c
. ~A12!

When the transfer matrix elements from Eq.~A9! are substi-
tuted into Eqs.~A10!–~A12!, andv is set to zero, the latter
become, respectively,

Ra5
sd

2r0c1sd
, ~A13!

Ta5
2r0c

2r0c1sd
, ~A14!

Zna5sd1r0c. ~A15!

Finally, the normal incidence, anechoic absorption coeffi-
cient becomes

aa5
4r0c~r0c1sd!

~2r0c1sd!2 . ~A16!
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Interpretation of the spectra of energy scattered
by dispersed anchovies
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The spectra of backscattered energy by dispersed anchovies, which were reported by Holliday
~1972!, reveal several peaks at frequencies that correspond to theoretically calculated resonance
frequencies of year classes of anchovies. Theoretical calculations are based on concurrent
measurements of distributions of swim bladder dimensions and a modified form of Minnaert’s
~1933! equation. Differences between calculated and measured values of the mean lengths of the
second-, third-, and fourth-year classes are within experimental uncertainties~68%!. The calculated
mean lengths of juvenile anchovies are in good agreement with historical measurements of the
bounds on this parameter~Butler, 1989!. Matching of theoretical calculations and measurements of
backscattered energy level versus frequency yields estimates of the totalQ of the spectral line,QT ,
and the relative number density per year class. The resultant estimate ofQT of adult anchovies is
approximately 4.4. This value ofQT is consistent with laboratory measurements of theQ of
individual anchovies,Q0 ~;7 at 15 m! and measurements of length distributions of year classes and
depth distributions. Resultant estimates of relative number densities of year classes were consistent
with historical measurements of the relative number densities of year classes of anchovies in the
Southern California Bight. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1413996#

PACS numbers: 43.30.Ft, 43.30.Sf, 43.30.Vh@DLB#

I. INTRODUCTION

In 1972 Holliday published his pioneering paper on
resonance scattering from fish with swim bladders. His
acoustic measurements, which were made over the frequency
range, 0.2–5.0 kHz, revealed that backscattered energy from
anchovies exhibited peaks in the vicinity of calculated reso-
nance frequencies of their swim bladders. Calculations were
based on concurrent trawls, which showed that anchovies
were the dominant species at his experimental sites at that
time. These measurements were made at four widely sepa-
rated sites in the Southern California Bight. Three of the
measurements were made during the day~sites A, B, and C!,
and one at night~site D!. The details of the experimental
methods, data processing procedures, and the biological sam-
pling strategy are described in Holliday~1972!.

Anchovies form schools during the day. At night they
typically reside in dispersed mode relatively close to the sur-
face. The separation between anchovies, when they are in
schools during the day, is normally one fish length~Graves,
1977!, and the separation to wavelength ratio at the reso-
nance frequency is much less than one~Diachok, 1999!. Un-
der this condition, schools act as ‘‘bubble clouds,’’ the reso-
nance frequency of clouds is downshifted relative to the
resonance frequency of a single fish, and the scattering and
extinction cross sections~per fish! are reduced~Feuillade
et al., 1996; Diachok, 1999!. Quantitative interpretation of
Holliday’s daytime measurements is complicated by limita-
tions of existing theoretical models of bubble cloud effects.
The model of Feuilladeet al., which provides the most ac-
curate description of scattering by an ensemble of identical,
closely spaced bubbles in the vicinity of the resonance fre-

quency, is limited to schools which contain less than 100
fish; whereas actual schools contain 104– 105 fish. At night
these fish are dispersed~Aoki and Inagaki, 1988!, and the
separation to wavelength ratio at the resonance frequency is
nominally equal to or greater than one. Under this condition,
anchovies act as individual bubbles and the scattering and
extinction cross sections may be computed from first prin-
ciples ~Feuillade and Werby, 1994; Foote, 1985!.

Holliday ~1972! assumed the following in his theoretical
calculations of the spectra of backscattered energy. The spec-
trum may be calculated from the theory of scattering by a
large number of identical, elongated air-filled bubbles. The
effective radius of elongated bubbles was assumed to be
equal to the radius of a sphere with the same volume.Q was
assumed to be equal to the laboratory-based value of theQ of
an individual fish, which at 6 m depth was equal to 5~Baltzer
and Pickwell, 1970!. Effects of distributions of length and
depth on spectral spreading~Q!, and effects due to close
proximity between fish in schools, were assumed to be neg-
ligible. These assumptions resulted in calculated spectra that
were in fair agreement with both his daytime and nighttime
measurements. In his later work, Holliday~1978a, b, c! pro-
vided analysis of broadband backscattering data, which were
recorded during daytime in 1977, and showed that it is pos-
sible to isolate juvenile anchovies, adult anchovies, and adult
mackerel in frequency space.

Subsequently, Feuilladeet al. ~1996! demonstrated that
Holliday’s ~1972! daytime measurements~site A! were in
better agreement with theoretical calculations, which incor-
porated the effects of close proximity between fish in
schools. Their calculations, however, should be considered
heuristic due to the limitations of their model, and their dis-
regard of the effects of length and depth distributions on
spectral spreading.a!Electronic mail: orest@wave.nrl.navy.mil
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Clay ~1991! noted that Holliday’s nighttime measure-
ments~site D! were not consistent with Holliday’s assump-
tions andQ equal to 5, and claimed that these data were in
better agreement with calculations, which were based on his
‘‘bent cylinder’’ model of the swim bladder, andQ equal to
1.5. Clay, however also disregarded the effects of length and
depth distributions on spectral spreading.

Anchovies, as well as other fish, may be characterized
by their age and length. Juvenile anchovies, which are less
than 1 year old, are generally smaller than about 10 cm.
Juveniles occur in the largest numbers; and as they age their
lengths increase, and their number densities per year class
decline. There are, on average, progressively smaller num-
bers of 1, 2, and 3 year olds~Smith, 1999!. In the Southern
California Bight 1, 2, and 3 year olds are approximately 10,
12, and 14 cm long, respectively.

The objective of this paper is to review Holliday’s night-
time measurements~site D!, which are hypothetically not
subject to bubble cloud effects, and to interpret these results
in terms of scattering by dispersed anchovies that belong to
specific year classes. This paper is organized as follows. Sec-
tions II, III, and IV provide summaries of the results of Hol-
liday’s measurements of length distributions, depth distribu-
tions, and backscattering, respectively. The classification of
peaks observed in the spectrum of backscattered data is dis-
cussed in Sec. V. Section VI provides a description of the
bioacoustic model, and a comparison of calculations with
measurements. Sections VII and VIII provide comparisons of
inferred values ofQ ~a measure of spectral width!, and num-
ber density versus year classes from backscattering measure-
ments, with concurrent and previously reported trawling
data. Conclusions and recommendations for future research
are summarized in Sec. IX.

II. MEASUREMENTS OF LENGTH DISTRIBUTIONS

The peak spawning time for anchovies in the Southern
California Bight in the vicinity of site D is mid-March
~Methot, 1981!. The peak spawning month wanders by ap-
proximately61 month from year to year. The standard de-
viation of spawning times within one year is approximately
61 month. The variation in spawning time is probably an
important contributor to the spread in length distributions of
all year classes. Multiple peaks in length distributions of ju-
veniles have been observed~Holliday, 1978a, b, c!, and hy-
pothetically occur~Methot, 1983! as a result of several phe-
nomena. Spawning is episodic~Hunter and Goldberg, 1980!,
and the growth and mortality of juveniles may be modulated
by the temporal and spatial variability of prey and predators,
and environmental conditions~Smith, private communica-
tion!. The rate of growth is rapid during the first year and
slower in subsequent years, as illustrated in Fig. 1~Butler,
1989!. Figure 1 illustrates the typical growth rate during the
juvenile stage. The growth rates of juveniles spawned near
the beginning~January! and end~May! of the spawning sea-
son are about 10% smaller. The growth rate of juveniles
spawned during ‘‘El Nino’’ events is about 20% smaller.
Both rate changes are probably due to lower densities of
plankton concentrations during these periods.

Holliday’s trawling measurements were made in mid-
June, three months~0.25 years! after the peak spawning
time. Length distributions of juveniles could not be measured
due to mesh size. His measurements indicate that site D was
dominated by 2.25, 3.25, and 4.25 year old anchovies, which
were on average 10.7, 12.2, and 13.6 cm long, respectively.
It is noteworthy that mean lengths of year classes at sites D
~25 samples! and C ~90 samples!, a nearby location, were
approximately equal~within 0.2 cm!. The mean lengths of
2.25 and 3.25 year old anchovies at sites A and B were
larger, probably due to systematic geographical variations in
this parameter~Parrishet al., 1985!. Since the data at sites C
and D appear to be representative of the same population,
they were combined to provide a larger database. The result
is illustrated in Fig. 2. These data indicate that the average
lengths of 2.25, 3.25, and 4.25 year olds were 10.860.1,
12.160.2, and 13.860.3 cm, respectively. These measure-
ments are consistent with previously reported measurements
of these parameters in the Southern California Bight~Malli-
coate and Parrish, 1981!. There are insufficient data to deter-
mine if the distributions were non-Gaussian. The 3 dB down
points of 2.25 year old anchovies were approximately60.6
cm. The correspondingQ due to length distributions,QL, is
9. There are insufficient measurements of 3.25 and 4.25 year

FIG. 1. Historical measurements of lengths of juvenile anchovies versus age
starting from February 15~—!, March 15~—!, and April 15~—! during a
‘‘normal’’ year ~Butler, 1989!, and the average lengths of adult anchovies
derived from trawls~s! and backscattering data~d! versus age relative to
March 15 derived from Holliday’s~1972! data. Error bars indicate the un-
certainty in backscattering based estimates of mean lengths:67%.

FIG. 2. The number versus length of 2.25~•••!, 3.25 and 4.25 year old
anchovies at sites C and D~Holliday, 1972!.
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old anchovies to permit an accurate estimate ofQL of these
year classes. Mais’~1974! data indicate thatQL is approxi-
mately independent of year class.

III. MEASUREMENTS OF DEPTH DISTRIBUTIONS

Holliday measured the depth distribution of anchovies
with a hull mounted echo sounder. These measurements in-
dicated that anchovies occupied depths between 10 and 20
m, and that the mean depth was approximately 15 m. The
actual distribution of anchovies at this site was not reported.
However, even if it had been reported, the measurement
would have probably been biased by avoidance behavior. If
anchovies were distributed uniformly over the interval,
10–20 m, then the standard deviation would be62.9 m,
which represents the upper bound. Previously reported echo
sounder measurements at another site during spring suggest
that the standard deviations of dispersed anchovies at night
are equal to or less than62 m ~Barangeet al., 1996!. The
layer thickness of anchovies is hypothetically driven by the
thickness of plankton layers, which may be as thin as 1 m
during periods when there is a strong thermocline~Holligan
and Harbour, 1977!. These values correspond toQ’s associ-
ated with depth distribution,Qz , of 5.5 and 8, respectively.
The actual thickness may have been less than 2 m, and the
actual value ofQz may have exceeded 8.

IV. MEASUREMENTS OF THE SPECTRUM OF
BACKSCATTERED ENERGY

The spectrum of Holliday’s measurements of backscat-
tered energy at site D is shown in Fig. 3. This spectrum
represents an ensemble average of several measurements. It
should be noted that Fig. 3 provides relative energy levels,
whereas Holliday’s original data~his Fig. 7! is in decibels.
Measurements were reported every 0.1 kHz. It should be
noted that there are prominent peaks evident in this data at
1.45, 1.95, 4.45, and>5.0 kHz. There also appear to be
elevated energy levels at about 1.1 kHz, and slight peaks at
2.8 and 3.6 kHz.

V. CLASSIFICATION OF SPECTRAL PEAKS

The resonance frequency,f 0, of the swim bladders of
anchovies is a function of the effective radius of the swim
bladder at the surface,r 0, a correction for the eccentricity of
the swim bladder,e, and the depth of the fish,d, in accor-
dance with a modified form of Minnaert’s~1933! equation
~Weston, 1967!:

f 05322e~110.1d!5/6/r 0 , ~1!

where f 0 is in hertz,d is in meters,r 0 is in centimeters, and
e is nondimensional. This equation is in good agreement with
most near-surface~;6 m! laboratory measurements of the
resonance frequencies of physostomes. Controlled measure-
ments off 0 of anchovies~Baltzer and Pickwell, 1970!, char
~Sundness and Sand, 1975!, sprat and herring~Lovik and
Hovem, 1979! were, respectively, 3%, 1%, 7%, and 22%
higher than calculated values off 0 based on Eq.~1!, and
measured values ofr 0 and e at the surface. Foote’s~1985!
observations suggest that the primary cause of differences
between calculations and measurements is due to uncertain-
ties associated with calculations ofr 0 and e from measure-
ments of maximum lengths and widths. Equation~1! may be
used to calculate the effective radii of swim bladders from
measurements off 0, provided that the magnitudes ofd ande
are known, effects due to compression of swim bladders by
gonads and full stomachs~Ona, 1990! are small, and the
amount of gas in the swim bladder is independent of depth.

Holliday ~1972! did not report on the number density of
anchovies versus depth at site D, but it may be assumed that
the distribution was nearly Gaussian~Barangeet al., 1996!,
and that the average depth was approximately 15 m. It will
be assumed that the value ofd was the same for all year
classes. This assumption is consistent with the experimental
observation that pelagic fish occupy depths at night where
plankton concentrations are maximum~Culley, 1971!; not at
depths where they are neutrally buoyant.

Holliday’s ~1972! measurements were made in mid-
June, after the peak of the spawning season, when the gonads
of most anchovies were small. The stomachs of the majority
of anchovies, which have been examined at sea, were essen-

FIG. 3. Measurements~d! due to Holliday~1972! and
calculations of backscattered energy versus frequency.
Resonance frequencies of 4.45~blue!, 1.95 ~red!, 1.45
~blue!, and 1.10~green! kHz correspond to 0.25, 2.25,
3.25, and 4.25 year old dispersed anchovies. The heavy
solid line represents the sum of contributions from year
classes.
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tially empty ~Loukashkin, 1970!. In general, the compressive
effects of gonads and full stomachs on physostomes’ swim
bladders may be expected to decrease with increasing depth.

The eccentricity of swim bladders of anchovy larvae
changes ‘‘abruptly’’ from approximately 3 to 7 when they
undergo metamorphosis, when they are about 3.5 cm long
~Holliday, 1978a, b, c; Smith, 1999!. The smallest anchovies,
which will be considered in this paper, are larger than this
critical length.

It will be assumed in this paper that transfer of gas be-
tween the swim bladder and the auditory ‘‘bulla’’ system, gas
diffusion through the swim bladder membrane, and swallow-
ing of air at the surface do not have a significant effect on
swim bladder dimensions~Blaxter et al., 1979!. The amount
of gas in adult physostomes’ swim bladders is only approxi-
mately constant~Blaxter et al., 1979!. Their swim bladders
are connected to the stomach by a narrow duct, and to the
auditory ‘‘bulla’’ system by very fine ducts. The membrane,
which surrounds the auditory system, is much less compliant
than the swim bladder. As a result, as a physostome moves
downward, a small amount of gas passes from the swim
bladder to the auditory system, and in the reverse direction
during ascents~Blaxter et al., 1979!. This phenomenon re-
sults in a small, depth-dependent reduction in the magnitude
of r 0. In addition, physostomes lose gas very slowly~over
periods of tens of days! by diffusion through the swim blad-
der membrane, and can replenish gas by occasionally swal-
lowing air at the surface.

The depth dependence of the eccentricity,e, of swim
bladders is not known. Investigators generally assume that it
is independent of depth~Holliday, 1972; Love, 1993; Nero
et al., 1997; and Diachok, 1999!. The good agreement be-
tween calculated and measured resonance frequencies of an-
chovies, viz., about 3%~Baltzer and Pickwell, 1970! indi-
cates that this is a good approximation for this species. It will
also be assumed that the magnitude ofe is independent of
year class. Based on these assumptions, frequencies of 1.45,
1.95, 4.45, and>5.0 kHz correspond to values ofr 0 of 0.56,
0.42, 0.18, and<0.16 cm, respectively. The elevated levels
at about 1.1 kHz correspond tor 0 equal to 0.74 cm, and the
slight peak at 3.6 kHz corresponds tor 0 equal to 0.23 cm.

Holliday’s ~1978a, b, c! measurements ofr 0 vs L permit
estimation ofL from these inferences. The relationship be-
tweenr 0 and the length,L, of adult and juvenile anchovies
taken off the coast of California is shown in Fig. 4. The
empirical relationship between these parameters for larvae,
which are shorter than 3 mm, is summarized by

L56.2142.6r 0 , ~2!

whereL is in centimeters andr 0 is in millimeters. This equa-
tion was derived from a combination of field and laboratory
measurements~Holliday, 1978a, b, c!. The empirical rela-
tionship betweenr 0 andL for anchovies, which are between
6 and 15 cm long, is summarized by

L5214.51181.31 lnr 0 , ~3!

wherer 0 is in millimeters. This equation was derived from
Holliday’s field measurements, which were made in June
1971.

Holliday ~1978a, b, c! fit another set of measurements of
r 0 and L of anchovies, which were between 6 and 15 cm
long, and were taken in September 1977 at another site, with
another equation. The difference between Eq.~3! and his
other equation is approximately63%. The uncertainty in his
measurements ofr 0 is 65% ~Holliday, 2001!, the uncertainty
in measuring resonance frequencies is approximately63%,
and the uncertainty ine is approximately63%. Conse-
quently, the uncertainty in estimates of the average lengths of
year classes, derived from backscattering data, is approxi-
mately 67%. For comparison, the uncertainty in the mean
lengths of 2.25, 3.25, and 4.25 year old fish, which were
derived from Holliday’s trawls, are approximately61%,
62%, and63%, respectively.

Based on Eqs.~2! and ~3!, values ofr 0 equal to 0.74,
0.56, 0.42, 0.23, 0.18, and<0.16 cm correspond to anchovy
lengths of 15.0, 12.1, 10.0, 6.4, 5.4, and<5.0 cm, respec-
tively. The estimated lengths of juveniles were based on ex-
trapolations between Eqs.~2! and~3!. A comparison between
these estimates and trawling results is shown in Fig. 1. The
difference between calculated and measured length estimates
of 2.25, 3.25, and 4.25 year old fish are equal to28%, 0%,
and 18%, respectively, which are within the calculated ex-
perimental uncertainties associated with these year classes
~68%, 69%, and610%, respectively!.

It should be noted that backscattered energy at;1.1
kHz may have included contributions from several year
classes including 4.25, 5.25, and 6.25 year olds, and that the
calculated length may correspond to;5.25 year olds. This
hypothesis is consistent with higher than expected number
densities associated with this peak, which will be described
in Sec. VIII. It should also be noted that trawling discrimi-
nates against small 2.25 year old anchovies due to mesh size
~Mais, 1974!; consequently the actual mean length of this
year class may be significantly smaller than the trawling-
based estimate.

The peaks at 3.6, 4.45, and>5.0 kHz are consistent with
historical measurements of the lengths of juvenile~0.25 year
old! anchovies, which were spawned within about 1.5
months of the peak spawning date~Butler, 1989!, as shown
in Fig. 1. In particular, anchovies which are<5.0, 5.4, and
6.4 cm long correspond to the following spawning times:
later than or during mid-March, and approximately 1 March,

FIG. 4. Relationships between the lengths and effective radii of swim blad-
ders of juvenile~•••! and adult~—! swim bladders~Holliday, 1978a, b, c!.
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and approximately 1 February, respectively. This interpreta-
tion is qualitatively consistent with previous observations of
multiple peaks in the lengths and birth dates of anchovies in
the Southern California Bight~Holliday, 1978a, b, c; Methot,
1983!. These lines may be part of a series of lines, some of
which may be higher than 5 kHz and correspond to smaller
anchovies, which were spawned at a later date.

Other possible causes of one or some of these high fre-
quency peaks in the spectrum~>3.6 kHz!: myctophids
~nominally 5-cm-long fish with swim bladders!, which were
observed at some of Holliday’s~1972! measurement sites,
and siphonophores~zooplankters that are attached to nearly
spherical gas ‘‘balloons’’!. The latter are known to resonate
at about 5 kHz~Stantonet al., 1998!.

VI. MODEL OF THE SPECTRUM

The level of backscattered energy from an ensemble of
identical, widely separated bubbles is equal to the product of
the number of bubbles per unit volume,n, and the scattering
cross section,sS ~Clay and Medwin, 1977!, where

sS54pr 2@~12 f 0
2/ f 2!211/Q0

2#21 ~4!

and r is the radius,f is the frequency,f 0 is the resonance
frequency, andQ0 is defined as theQ of the individual fish
and is equal tof 0 /D f 0, whereD f 0 is the width of the reso-
nance measured at the 3 dB down points relative to the peak
at f 0 .

The measured spectrum will be modeled by assuming
that all anchovies may be grouped into year classes in which
all of the fish are identical. This assumption is reasonable in
view of the apparently highQT ~4.4! of year classes. An
alternative procedure would be to calculate the spectrum
based on measured length distributions. This approach, how-
ever does not seem warranted in this case, since Holliday’s
trawling measurements at site D were biased due to mesh
size at small lengths and avoidance at large lengths~Holli-
day, 1972!.

Furthermore, it will be assumed that all of the fish are at
the same depth. This assumption also seems reasonable in
view of the relatively narrow range of depths occupied by
anchovies at night, and the highQZ ~8! associated with their
depth distributions.

Following Weston~1967!, it was then assumed thatQ0

in Eq. ~4! may be replaced by the effectiveQ of the back-
scattered energy,QT . This equation was then applied to each
year class. The calculations shown in Fig. 3 were based on
those values ofQT and n that resulted in the best match to
the data. The search assumed thatQT was independent of
year class for adults, but may be different for juveniles. The
estimated values ofQT of adults and juveniles were 4.4 and
12, respectively. The small peak at 3.6 kHz and the apparent
peak at f .5 kHz, both of which may be due to juvenile
anchovies, were disregarded in these calculations, in the in-
terest of clarity.

New measurements, which cover a broader frequency
range, are required to investigate the full spectrum of back-
scattering from juvenile anchovies. The observed lines of

backscattered energy at 4.45,>5, and possibly 3.6 kHz may
represent only a portion of a larger number of lines associ-
ated with juveniles.

VII. THE RELATIONSHIP BETWEEN Q0 AND QT

The relationship betweenQT andQ0 , QZ andQL may
be described by a modified form of an equation due to
Weston~1967!:

1/QT
251/QZ

211/QL
211/Q0

2, ~5!

whereQT is the totalQ of the backscattered energy ‘‘line,’’
QZ is associated with the depth distribution,QL is associated
with length distribution, andQ0 is the inherentQ of a single
swim bladder. Other possible causes of spectral spreading
will be assumed to be small. An accurate measure of layer
thickness is prerequisite to estimation ofQ0. Assuming that
the layer thickness of anchovies was 2 m~Barangeet al.,
1996!, which corresponds toQZ equal to 8, andQT equals
4.4 andQL equals 8, results inQ0 equal to approximately 7.
Disregarding the effect ofQZ provides an estimate of the
lower bound onQ0, 5.3. These estimates ofQ0 disregard the
effects of the spread in values ofr 0 ~for a fixed value ofL!
on QT . According to Blaxter and Batty~1990!, Qr , which is
associated with the spread in values ofr 0 of herring, equals
about 5. Consequently, the calculated best estimate ofQ0,
and the lower bound onQ0 may be significantly higher than
7 and 5.3, respectively. Assuming thatQZ equals 5.5~the
lower bound! provides an estimate of the upper bound on the
value ofQ0, viz., 18.

Figure 5 provides a comparison between laboratory
measurements of the value ofQ0 of anchovies at 6 m
~Baltzer and Pickwell, 1970!, and two other physostomes,
viz., sprat ~Lovik and Hovem, 1979! and char at various
depths~Sundness and Sand, 1975!. These measurements in-
dicate thatQ0 of physostomes increases with depth at depths
greater than 6 m. The rate of change of the magnitude ofQ0

with depth between 6 and 15 m of anchovies and charr are
comparable. It is noteworthy that the laboratory measure-
ments ofQ0 were made in the near field of the fish, and as a
result may not be accurate~Clay, 1991!. The magnitude of
the uncertainty has not been quantified.

Hypothetically, the apparent species dependence ofQ0

FIG. 5. Laboratory measurements ofQ0 of adult anchovies~l! ~Baltzer
and Pickwell, 1970!, char ~n! ~Sundness and Sand, 1975!, and sprat~h!
~Lovik and Hovem, 1979! versus depth, and the estimated value ofQ0 of
adult anchovies derived from backscattering measurements~d!.

2921J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Orest Diachok: Energy scattered by anchovies



is due primarily to differences in the thickness and viscosity
of the swim bladder membrane of these species~Feuillade
et al., 1996!. The membrane of anchovy swim bladders is
thin and ‘‘delicate’’~Holliday, 2001!. The ratio of the mem-
brane thickness to effective radius of this species is approxi-
mately 0.01~O’Connell, 1995!. For most other species this
ratio is larger. For example, the ratio of the membrane thick-
ness to effective radius of cod swim bladders, which has a
Q0 of about 1.0~at 10 m!, is approximately equal to 0.1
~Feuillade and Nero, 1998!.

Equation ~5! suggests thatQ0 of juveniles is signifi-
cantly greater than 12, provided thatQL andQZ of juveniles
are much higher than for adults. Such high values ofQ0

appear to be reasonable, in view of Artemov’s~1991! mea-
surements on 1-cm-long ‘‘scad’’~Trachurus mediterraneus
ponticus! larvae, which were between 7 and 12. Coincident
measurements of theQT of adults and juveniles of sardines
~Diachok et al., 2000!, and other species~Nero, 2000! also
indicate that theQ’s of adults are less than theQ’s of juve-
niles and larvae. The relatively lowQ of adults may be due
to the increased amount of fish flesh that surrounds and
dampens adult swim bladders. In contrast, larvae have virtu-
ally no fish flesh surrounding their swim bladders, and juve-
niles have a relatively small amount of fish flesh surrounding
their swim bladders. TheQ0 of swim bladders, which have
been removed from adult anchovies, are typically about 20
~Baltzer and Pickwell, 1970!.

According to Holliday~2001!, juveniles tend to occupy
very thin plankton-rich layers, which are often less than 1 m
thick; whereas adults tend to roam over greater depth ranges.
This effect hypothetically results in higher values ofQZ for
juveniles. Spawning of anchovies is ‘‘episodic’’~Hunter and
Goldberg, 1980!, which hypothetically results in narrow
length distributions and high values ofQL . Additional mea-
surements are needed to confirm the validity of these hypoth-
eses and interpretations.

VIII. NUMBER DENSITY

The estimated relative values of the number density de-
creased with age, qualitatively consistent with the data
shown in Fig. 2, and with previously reported trawling mea-
surements. Figure 6 provides a comparison between esti-
mates ofn derived from backscattering and historical mea-
surements in 1971 due to Mais~1981!. The reference point
of these two sets of estimates is arbitrary, and was selected to

provide good agreement~;630%! for age classes 2.25 and
3.25. Based on this criterion the number of 4.25 year old
anchovies, which were derived from backscattering measure-
ments, is approximately two times larger than the estimate
derived from trawls. This may be due, in part, to incorrect
classification of the backscattering data at 1.1 kHz. The latter
may include contributions from several year classes includ-
ing 4.25, 5.25, 6.25, and older fish.

It should be kept in mind that the backscattering experi-
ments provide a sample over a circular area with a relatively
small ~,1 km! radius, whereas the historical data~Mais,
1981! represent an average over the entire Southern Califor-
nia Bight. In view of this, it would be unreasonable to expect
exact agreement between these measurements. The results
shown in this figure should not be interpreted as evidence
that these methods yield comparable number densities, since
the acoustic data are not calibrated. If the acoustic measure-
ments had been calibrated, then estimation of absolute num-
ber densities would have been possible~Love, 1993!.

The relative numbers of 1.25 year olds are not shown,
because they were apparently not present at Holliday’s trawl-
ing data. Furthermore, they were not evident in the back-
scattering data: there was no spectral peak that corresponded
to 1.25 year old,;9 cm long anchovies.

The relative numbers of 0.25 year old anchovies are also
not shown, since it may be necessary to take measurements
over a broader frequency range than employed by Holliday
~1972!, to ensure measurement of contributions from the full
distribution of juvenile lengths.

IX. SUMMARY, CONCLUSIONS, AND
RECOMMENDATIONS FOR FUTURE RESEARCH

This paper provides evidence that juvenile through
second- and, to some extent, third and fourth year classes of
anchovies in the Southern California Bight may be resolved
with broadband, backscattering measurements. Matching
theoretical calculations, which account for scattering from an
ensemble of identical, elongated, widely spaced bubbles
~swim bladders!, with measurements of the spectrum of en-
ergy backscattered by widely spaced anchovies resulted in
estimates of the effectiveQT of these fish, and the relative
number density per year class. The resultant estimates ofQT

were consistent with laboratory measurements of theQ of
individual anchovies,Q0, and measured distributions of
lengths and depths. Resultant estimates of relative number
densities were consistent with historical measurements of the
relative number density of year classes of anchovies in the
Southern California Bight.

Because of its relatively highQT associated with year
classes~adults:;4.4 at 15 m! and rapid growth rate~.1.5
cm/year!, anchovies appear to be a good target species for
future scattering and absorption spectroscopy experiments.
Other fish, such as herring and sardines, are characterized by
an apparently smallerQ0 ~Lovik and Hovem, 1979; Diachok,
1999!, and a slower growth rate~Lo et al., 1997!. As a result,
spectral resolution of adult year classes of these species
would be more challenging.

The good match between calculations and measurements
of spectra supports the hypothesis that scattering by ancho-

FIG. 6. The relative number of anchovies per year class derived from Hol-
liday’s ~1972! backscattering measurements~d!, and Mais’~1981! trawling
data in the Southern California Bight in 1971~—!.
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vies is dominated by swim bladders, and that the contribu-
tions due to flesh and bones are small at frequencies below 5
kHz. It also supports the contention that essentially all of
these fish are ‘‘widely separated’’ at night.

The validity of the unexpectedly high value ofQT of
juvenile anchovies~;12! needs to be confirmed. Backscat-
tered energy and, in the case of absorption spectroscopy,
transmitted energy needs to be measured at least every 0.2
kHz at frequencies above about 3 kHz to check these infer-
ences. It is conceivable that some of the structure in the
spectrum at high frequencies may have been caused by fre-
quency dependent multipath interference.

The feasibility of monitoring the growth and mortality
rates of juvenile anchovies, sardines, and other fish with scat-
tering or absorption spectroscopy measurements should be
investigated. Experiments could be conducted every few
months at the same site, in concert with concurrent biologi-
cal trawls that employ sufficiently fine mesh to capture 2-cm-
long fish.

ACKNOWLEDGMENTS

This work was supported by the Office of Naval Re-
search Biology and Acoustic Programs. I would like to thank
Dr. Paul Smith of the Southwest Fisheries Science Center,
National Marine Fisheries Service, for many helpful discus-
sions and suggestions, and Dr. Clarence Clay and Dr. Van
Holliday for reviewing this manuscript. I would also like to
thank Dr. Steve Wolf, Head of the Shallow Water Acoustics
Section, Dr. Steve Wales and Dr. Tom Hayward of the Naval
Research Laboratory~NRL! for their reviews and comments,
and Dr. Marshall Orr, Head of the Signal Processing Branch,
NRL, and Dr. Ed Franchi, Superintendent of the Acoustics
Division, NRL, for their support and encouragement.

Aoki, I., and Inagaki, T.~1988!. ‘‘Photographic observations on the behavior
of Japanese anchovy,Engraulis japonica, at night in the sea,’’ Mar. Ecol.:
Prog. Ser.43, 213–221.

Artemov, Y. ~1991!. ‘‘On the depth dependence of the sound scattering
ability of fish larvae containing bladders,’’ Oceanology31, 693–698.

Baltzer, W., and Pickwell, G.~1970!. ‘‘Resonant acoustic scattering from
gas bladder fishes,’’ inProceedings of an International Symposium on
Biological Sound Scattering in the Ocean, edited by B. Farquhar~USGPO,
Washington, DC!.

Barange, M. et al. ~1996!. ‘‘Empirical determination of in situ target
strengths of three loosely aggregated pelagic fish species,’’ ICES J. Mar.
Sci. 53, 225–231.

Blaxter, J.et al. ~1979!. ‘‘The herring swim- bladder as a gas reservoir for
the acoustico-lateralis system,’’ J. Mar. Biol. Assoc. U.K.59, 1–10.

Blaxter, J., and Batty, R.~1990!. ‘‘Swimbladder behavior and target
strength,’’ Rapp. P.-v. Reun. Cons. Int. Explor. Mer.189, 233–244.

Butler, J.~1989!. ‘‘Growth during the larval and juvenile stages of the north-
ern anchovy,Engraulis mordax, in the California Current during 1980–
84,’’ Fish. Bull. 87, 645–652.

Clay, C. ~1991!. ‘‘Low-resolution acoustic scattering models: Fluid-filled
cylinders and fish with swim bladders,’’ J. Acoust. Soc. Am.89, 2168–
2179.

Clay, C., and Medwin, H.~1977!. Acoustical Oceanography: Principles and
Applications~Wiley, New York!.

Culley, M. ~1971!. The Pilchard: Biology and Exploitation~Pergamon, New
York!.

Diachok, O.~1999!. ‘‘Effects of absorptivity due to fish on transmission loss
in shallow water,’’ J. Acoust. Soc. Am.105, 2107–2128.

Diachok, O.et al. ~2000!. ‘‘Estimation of the number density of fish from
resonance absorptivity and echo sounder data,’’ ICES J. Mar Sci.~in
press!.

Feuillade, C., and Werby, M.~1994!. ‘‘Resonances of deformed gas bubbles
in liquids,’’ J. Acoust. Soc. Am.96, 3684–3692.

Feuillade, C.et al. ~1996!. ‘‘A low frequency acoustic scattering model for
small schools of fish,’’ J. Acoust. Soc. Am.99, 196–208.

Feuillade, C., and Nero, W.~1998!. ‘‘A viscous-elastic swim bladder model
for describing enhanced frequency resonance scattering from fish,’’ J.
Acoust. Soc. Am.103, 3245–3255.

Foote, K. ~1985!. ‘‘Rather high frequency scattering by swimbalddered
fish,’’ J. Acoust. Soc. Am.78, 688–700.

Graves, J.~1977!. ‘‘Photographic method for measuring the spacing and
density within pelagic fish schools at sea,’’ Fish. Bull.75, 230–234.

Holliday, D. ~1972!. ‘‘Resonance structure in echoes from schooled pelagic
fish,’’ J. Acoust. Soc. Am.51, 1322–1332.

Holliday, V. ~1978a!. ‘‘Data analysis and summary, MORDAX II March
1977,’’ Tracor Document No. T-78-SD-002-U, Tracor, Inc.

Holliday, V. ~1978b!. ‘‘Data analysis and summary. MORDAX III May
1977,’’ Tracor Document No. T-78-SD-003-U, Tracor, Inc.

Holliday, V. ~1978c!. ‘‘Data analysis and summary, MORDAX IV Septem-
ber 1977,’’ Tracor Document No. T-78-SD-004-U, Tracor, Inc.

Holliday, V. ~2001!. Personal communication.
Holligan, P., and Harbour, D.~1977!. ‘‘The vertical distribution and succes-

sion of phytoplankton in the western English Channel in 1975 and 1976,’’
J. Mar. Biol. Assoc. U.K.57, 1075–1093.

Hunter, J., and Goldberg, S.~1980!. ‘‘Spawning incidence and batch fecun-
dity in northern anchovy,Engraulis mordax,’’ Fish. Bull. 77, 641–652.

Lo, N. et al. ~1997!. ‘‘Population-growth of northern anchovy and Pacific
sardine using stage-specific matrix models,’’ Mar. Ecol.: Prog. Ser.127,
15–27.

Loukashkin, A.~1970!. ‘‘On the diet and feeding behavior of the northern
anchovy,Engraulis mordax,’’ Proc. Cal. Acad. Sci.37, 419–458.

Love, R. ~1993!. ‘‘A comparison of volume scattering strength data with
model calculations based on quasi-synoptically collected fishery data,’’ J.
Acoust. Soc. Am.94, 2255–2268.

Lovik, A., and Hovem, J.~1979!. ‘‘An experimental investigation of swim
bladder resonances in fishes,’’ J. Acoust. Soc. Am.66, 850–854.

Mais, K. ~1974!. ‘‘Pelagic fish surveys in the California Current,’’ Fisheries
Bull. 162, Dept. Fish and Game, State of California.

Mais, K. ~1981!. ‘‘Age composition changes in the anchovy,Engraulis
mordax, central population,’’ CalCOFI Report No. XXII.

Mallicoate, D., and Parrish, R.~1981!. ‘‘Seasonal growth patterns of Cali-
fornia stocks of northern anchovy,Engraulis mordax, Pacific mackerel,
Scomber Japonicus, and Jack Mackerel,Trachurus symmetricus,’’ Cal-
COFI Report No. XXII.

Methot, R.~1981!. ‘‘Growth rates and age distributions of larval and juve-
nile northern anchovy,Engraulis mordax, with inferences on larval sur-
vival,’’ Ph.D. thesis, University of California, San Diego.

Methot, R. ~1983!. ‘‘Seasonal variation in survival of larval northern an-
chovy, Engraulis mordax, estimated from the age distribution of juve-
niles,’’ Fish. Bull. 81, 741–750.

Minnaert, F.~1933!. ‘‘On musical air bubbles and the sounds of running
water,’’ Philos. Mag. A16, 235–248.

Nero, R.et al. ~1997!. ‘‘Low frequency acoustic measurements of Pacific
hake,Merluccius productus, off the west coast of the United States,’’ Fish.
Bull. 96, 329–343.

Nero, R.~2000!. Personal communication.
O’Connell, C.~1995!. ‘‘The gas bladder and its relation to the inner ear in

sardinops caeruleaandengraulis mordax,’’ Fish. Bull. 104, Fish. Bull. the
Fish and Wildlife Service,56, 504–533.

Ona, E.~1990!. ‘‘Physiological factors causing natural variations in acoustic
target strengths of fish,’’ J. Mar. Biol. Assoc. U.K.70, 107–127.

Parrish, R.et al. ~1985!. ‘‘Regional variations in the growth and age com-
position of northern anchovy,Engraulis mordax,’’ Fish. Bull. 84, 483–
496.

Smith, P.~1999!. Personal communication.
Stanton, T., Chu, D., and Weibe, P.~1998!. ‘‘Sound scattering by several

zooplankton groups. II. Scattering models,’’ J. Acoust. Soc. Am.103,
236–253.

Sundness, G., and Sand, O.~1975!. ‘‘Studies of a physostome swimbladder
by resonance frequency analysis,’’ J. Cons., Cons. Int. Explor. Mer.36,
176–182.

Weston, D.~1967!. ‘‘Sound propagation in the presence of bladder fish,’’ in
Underwater Acoustics, edited by V. Albers~Plenum, New York, 1967!,
Vol. 2, pp. 55–68.

2923J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Orest Diachok: Energy scattered by anchovies



Extinction theorem for object scattering in a stratified medium
Purnima Ratilal and Nicholas C. Makris
Massachusetts Institute of Technology, Cambridge, Massachusetts 02139

~Received 20 December 2000; revised 13 June 2001; accepted 10 July 2001!

A simple relation for the rate at which energy is extinguished from the incident wave of a far field
point sourceby an obstacle of arbitrary size and shape in astratified mediumis derived from wave
theory. This relation generalizes the classical extinction theorem, or optical theorem, that was
originally derived for plane wavescattering in free space and greatly facilitates extinction
calculations by eliminating the need to integrate energy flux about the obstacle. The total extinction
is shown to be a linear sum of the extinction of each wave guide mode. Each modal extinction
involves a sum over all incident modes that are scattered into the extinguished mode and is
expressed in terms of the object’s plane wave scatter function in the forward azimuth and equivalent
plane wave amplitudes of the modes. The only assumptions are that multiple scattering between the
object and wave guide boundaries is negligible, and the object lies within a constant sound speed
layer. Modal extinction cross sections of an object for the extinction of the individual modes of a
wave guide are then defined. Calculations for a shallow water wave guide show that, after correcting
for absorption loss in the medium, the modal cross section of an object for mode 1 in a typical ocean
wave guide is very nearly equal to its free space cross section. This new extinction theorem may be
applied to estimate the cross section of an object submerged in a wave guide from a measurement
of its forward scattered field. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1405522#

PACS numbers: 43.30.Ft, 43.30.Bp, 43.30.Gr@DLB#

I. INTRODUCTION

If an object is placed in the path of an incident wave,
some of the intercepted power is scattered in all direction and
the remainder is absorbed. The total power removed from the
incident field as a result of scattering and absorption by the
object is called extinction.1 Van de Hulst has shown, in what
has become known alternatively as theextinction theorem,
optical theorem, and forward scatter theorem, that the ex-
tinction can be derived from the scattered far field in the
forward direction. Specifically, the total extinction of a plane
wave incident on an object in free space equals the imaginary
part of the forward scatter amplitude multiplied by the inci-
dent intensity and 4p/k2 where k is the wave number.2–4

This remarkably simple relationship reflects the fact that the
extinction caused by the obstacle leads to shadow formation
via destructive interference between the incident and forward
scattered fields. The permanence of the extinction is main-
tained by the formation of a region of destructive interfer-
ence that survives as an activeshadow remnant3 in perpetu-
ity beyond the deep shadow.

The total power scattered by an object can be found by
integrating the scattered intensity over a large control surface
enclosing the object in the far field. This integration is usu-
ally difficult to perform and makes an alternative approach
attractive. For nonabsorbing objects, the total power scat-
tered by the object is the extinction.5,6 One great advantage
of the extinction theorem is that it eliminates the need to
integrate the scattered energy flux around the object.

The extinction theorem is typically applied in acoustics
to measure theextinction cross section of objects.7 This
equals twice the object’s projected area in the high frequency
limit, and so provides a useful method for estimating an ob-
ject’s size. The extinction theorem has many diverse appli-

cations in acoustics, such as those given in Refs. 8 and 9. It
can also be used as a ‘‘burglar alarm’’ to detect and classify
intruding objects that pass between a source and an acoustic
receiver array.

In 1985 Guo10 extended the extinction theorem to scat-
tering by an object located next to an interface between two
distinct acoustic half spaces. He found an expression for the
extinction of an incident plane wave in terms of the far-field
scattered pressures in the specular reflection and transmis-
sion directions, determined by Snell’s law. In a wave guide,
the effect of multimodal propagation ensures that the field
incident on the object will arrive from many distinct direc-
tions. This, combined with the effect of absorption loss in the
waveguide, will modify the extinction and scattering cross
sections from their free space values. The free space extinc-
tion theorem and the half-space extension of Guo are there-
fore not applicable in a wave guide.

Here we use wave theory to derive a generalized extinc-
tion theorem by developing a relation for the rate at which
energy is extinguished from the incident wave of a far field
point sourceby an object of arbitrary size and shape in a
stratified medium. Like its free space analogue, the relation is
again remarkably simple. The total extinction is shown to be
a linear sum of the extinction of each wave guide mode.
Each modal extinction involves a sum over all incident
modes that are scattered into the given mode and is ex-
pressed in terms of the object’s plane wave scatter function
in the forward azimuth and equivalent modal plane wave
amplitudes. For the multiple incident plane waves in a wave
guide, extinction is a function of not only the forward scatter
amplitude for each of the incident plane waves but also de-
pends on the scatter function amplitudes coupling each inci-
dent plane wave to all other plane waves with distinct direc-
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tions that make up the incident field. The final relation
greatly facilitates extinction calculations by eliminating the
need to integrate energy flux about the object.

Our derivation begins with the time-harmonic scattered
field from an object in a wave guide that is derived directly
from Green’s theorem.11,12The only simplifying assumptions
are that multiple scattering between the object and wave
guide boundaries is negligible and that the object lies within
a constant sound speed layer. The simplicity of the resulting
extinction relation in the wave guide follows from the fact
that the full extinction is maintained in the region of active
interference and that this region extends into the far field
where separation of variables can be invoked. Energy fluxes
necessary for the derivation can then be calculated in the far
field in terms of wave guide modes and the object’s plane
wave scattering function.12,13

The extinction cross section of an object is defined as
the ratio of its extinction to the rate at which energy is inci-
dent on unit cross sectional area of the object.1 The extinc-
tion cross section reduces to the scattering cross section for
nonabsorbing objects, and is useful in actively classifying
targets since, as the ratio of the total extinction to the inci-
dent intensity, it depends only upon scattering properties of
the target. This definition, however, is ambiguous in a wave
guide because both the incident and scattered fields are com-
prised by superpositions of plane waves. Here scattering and
propagation effects are not generally separable since they are
convolved together in the extinction. Additionally, the inci-
dent intensity is not spatially constant. In spite of these dif-
ficulties, we find it convenient to interpret the extinction
cross sectionfor an object in a wave guideas the ratio of the
extinction to the incident energy flux per unit area in the
radial direction at the object’s centroid. This definition is
sensible when the object is in a constant sound speed layer
and in the far field of the source.

Calculations for a shallow water wave guide, which
have great relevance to active detection problems in ocean
acoustics, show that an object’s cross section for the com-
bined extinction of all the modes of the wave guide is highly
dependent on measurement geometry, medium stratification,
as well as its scattering properties. In addition, the combined
cross section fluctuates rapidly with range due to coherent
interference between the modes. The presence of absorption
in the medium can also significantly modify a measurement
of the total scattering cross section. The practical implication
of these findings is that experimental measurements of the
total scattering cross section of an obstacle in a wave guide
may differ greatly from those obtained for the same obstacle
in free space and may lead to errors in target classification if
the wave guide effects are not properly taken into account.

For an object submerged in a wave guide, we also define
modal cross sections of the object for the extinction of the
individual modes of the wave guide. The modal cross section
of an object for the extinction of mode 1 in a typical ocean
wave guide was found to be nearly equal to the free space
cross section of the object. A potential application of the
extinction theorem in a wave guide is then the estimation of
the size of an object submerged in the wave guide from a
measurement of the extinction it causes to mode 1. The gen-

eralized extinction theorem can also be used to determine the
attenuation due to volume and surface scattering of guided
waves propagating through stratified media such as the ocean
or the earth’s crust.

II. THE GENERALIZED EXTINCTION THEOREM

In this section, we derive the extinction in the incident
field of a far field point source due to an obstacle of arbitrary
size and shape in a stratified medium. The general ap-
proaches for calculating extinction are discussed in Appendix
A. Here, we adopt the intuitive approach of Van de Hulst1,2,4

which involves integrating the energy flux, or intensity, over
a screen placed a distance away from the object sufficiently
large to register Fraunhofer diffraction, Eq.~A11!. In the
absence of the object, the total energy flux across the screen
is maximal. In the presence of the object, the total energy
flux across the screen is diminished by the shadow remnant.
For a sufficiently large screen, the difference between these
fluxes is the total extinction.

We focus on the Van de Hulst screen method for calcu-
lating extinction because it is of more practical use since it
represents the type of measurement that can be made with a
standard 2D planar or billboard array. This is discussed fur-
ther in Sec. V. The other approach for calculating extinction
using a control surface that encloses the object in a stratified
wave guide is discussed in Appendix D. A control volume
measurement would be very difficult to implement since it
would require an array that completely encloses the object.

The origin of the coordinate system is placed at the ob-
ject centroid withz axis vertically downward, andx axis
parallel to the boundaries as shown in Fig. 1. The coordinates
of the source are defined byr05(2x0,0,z0). The screen is
positioned in forward azimuth on they–z plane at a hori-
zontal rangex from the object center. The width of the screen
is L along they direction and is semi-infinite in thez direc-
tion with an edge at the surface of the wave guide. Letr
5(x,y,z) be the coordinates of a point on the screen. Spatial
cylindrical (r,u,z) and spherical systems (r ,u,f) are de-

FIG. 1. The geometry of the problem showing an object in a stratified
medium composed of a water column of thicknessH overlying a bottom.
The origin of the coordinate system is at the center of the object and the
source is located at (2x0,0,z0). The screen is normal to thex axis with
width L and is semi-infinite in thez-direction penetrating into the bottom
with an edge at the top of the water column.
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fined by x5r sinu cosf, y5r sinu sinf, z5r cosu and r
5x21y2. The horizontal and vertical wave number compo-
nents for thenth mode are, respectively,jn5k sinan and
gn5k cosan wherek25jn

21gn
2 and the wave number mag-

nitudek equals the angular frequencyv divided by the sound
speedc in the object layer. As discussed in Appendix A to
measure the full extinction in the wave guide, we requireL
.Alx, wherex is the horizontal range of the screen from
the object.

Assuming that the object is far from the source and the
screen so that the range from the screen to the source is
large, the incident field at locationr on the screen for a
source atr0 , can be expressed as a sum of normal modes,

F i~r ur0!5
i

d~z0!A8p
e2 ip/4 (

l 51

`

ul~z!ul~z0!
ei j lur2r0u

Aj l ur2r0u
,

~1!

whereul(z) andj l are thel th modal amplitude and horizon-
tal wave number, respectively, andd(z) is the density at
depthz.

Using the formulation of Refs. 11 and 12 based on
Green’s theorem, the scattered field from the object at re-
ceiver r for a source atr0 is

Fs~r ur0!5 (
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are the down and up going plane waves in the layer of the
object,D is the depth of the object center from the sea sur-
face andS(u,f;u i ,f i) is the object’s plane wave scatter
function. The definition of the plane wave scatter function
here follows that defined in Ref. 12 where the incident plane
wave on the object is described in terms of the direction it
goes to, so that for forward scatter in free space,u5u i , f
5f i . The mode functions are normalized according to

dnm5E
2D

` um~z!un* ~z!

d~z!
dz, ~4!

and are decomposable into up- and down-going plane waves
in the layer of the object via

um~z!5Nn
2eign~z1D !2Nn

1e2 ign~z1D !. ~5!

Nn
2 and Nn

1 are the amplitudes of the down- and up-going
plane waves in this layer.

A number of assumptions have to be satisfied for the
above formulation for the scattered field to be valid as noted
in Ref. 12. In particular, multiple scattering between the ob-
ject and wave guide boundaries is negligible, the object lies
within a layer of constant sound speed, and the range from
the object to source or receiver must be large enough that the
scattered field can be approximated as a linear function of the
object’s plane wave scatter function. The last condition does
not limit the generality of the final extinction expression
since the full extinction can be registered on sufficiently
large screens in the object’s far field, but instead simplifies
its derivation.

To calculate the extinction using the general formula of
Eq. ~A11!, we first evaluate the integrand for the pointr on
the screen. The first term in the integrand of Eq.~A11! using
Eqs.~A2!, ~1!, ~2!, and~3! is

V i* Fs5
i
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3e2I$j l %~x01x!e2I$jm%xe2I$gm%D. ~6!

In the above expression, the terms representing absorption by
the wave guide have been factored out explicitly to avoid
confusion when conjugating the fields and also to keep track
of absorption losses due to the wave guide. The exact expres-
sions for ur2r0u5A(x1x0)21y2 and uru5Ax21y2 were
kept in the terms that determine the phase of the integrand

while the approximationsur2r0u'(x1x0) anduru'x were
used in the spreading and absorption loss factors, sincex,
x0@y can be satisfied for a screen that measures the full
extinction.

Next we integrate Eq.~6! over the area of the screen.
With the screen lying parallel to they–z plane, an area ele-
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ment of the screen isdS5 ix dy dz. We use the orthorgonality relation in Eq.~4! between the modesul* (z) and um(z) to
integrate Eq.~6! over the semi-infinite depth of the screen in the wave guide. This reduces the triple sum over the modes to
a double sum:
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In the above expression, the scatter function is dependent ony via the azimuth anglef5tan21(y/x). As discussed in Appendix
A, the angular width of the active area on the screen in azimuth is of the order ofAl/x. We can therefore approximate the
scatter function with its value atf50 and factor it from the integral above sincex is large. We also expand the exponent
involving the variabley according to

A~x01x!21y2'x01x1
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2~x01x!
, ~8!

Ax21y2'x1
y2

2x
. ~9!

Applying the result of the following asymptotic integration over the width of the screen,
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to Eq. ~7!, the integration of the first term in Eq.~A11! over the area of the screen in the wave guide becomes
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Similarly, we can evaluate the second term in Eq.~A11! which gives
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When we sum Eqs.~11! and~12!, taking only the negative of the real part of the sum following Eq.~A11!, we obtain the
range dependent extinctionE(xur0) of the incident field in a wave guide due to an object at the origin measured by a screen
at distancex from the object with source atr0 ,
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From Eq.~13!, we see that the total extinction is a linear sum of the extinction of each wave guide mode. The extinction of
modem involves a sum over all incident modesn that are scattered into that extinguished mode and is expressed in terms of
the object’s plane wave scatter function in the forward azimuth and equivalent plane wave amplitudes of the modes. The
extinction decreases with source-object rangex0 in a wave guide due to geometrical spreading, and with source-object and
object-receiver ranges,x0 andx, due to absorption loss in the medium.

A. Effect of multiple incident plane waves

To understand the implications of Eq.~13!, we consider several cases and examine the resulting expression for the
extinction in each case.

1. Single mode excited by source

First we consider a source that excites only a single modep. The incident field on the object and at the screen is
determined by this single modep. The triple sum in Eq.~6! reduces to a single sum overm in this case since bothl andn can
only take on the integer valuep. The orthogonality relation between the modesul* (z) andum(z) eliminates the sum overm
leaving just a single term wherem5p in Eq. ~7!. Consequently, the expression for the extinction will have only one term
corresponding tom5n5p, the mode excited by the source,

E~xur0!5
1

d2~z0!d~0!2vk

1

x0

AR$jp%

ujpu
uup~z0!u2IH 1

Ajp

@~Np
2!2eiR$2gp%DS~p2ap,0;ap,0!2Np

1Np
2S~ap,0;ap,0!

2Np
2Np

1S~p2ap,0;p2ap,0!1~Np
1!2eiR$22gp%DS~ap,0;p2ap,0!#J e2I$2jp%~x01x!e2I$2gp%D. ~14!

Even though the scattered field from the object is composed
of multiple modesm, only one of these can interfere destruc-
tively with the single incident modep on the screen and it is
precisely the scattered mode that has the same elevation
angle as the incident mode.

Mode p is made up of an up-going and a down-going
plane wave. Two of the four terms in Eq.~14! arise from the
forward scatter of the up- and down-going plane waves of
modep, while the remaining two terms arise from the scatter
of the incident down-going plane wave of modep to an
upgoing plane wave of the same mode and vice versa. This
shows that when we have multiple plane waves incident on
the object, the extinction will depend on not only the scatter
function in the forward direction but also depend on the scat-
ter function amplitudes coupling each incident plane wave to
all other plane waves with distinct directions that make up
the incident field.

2. Many modes excited by source

For a general harmonic source that excites many modes,
the incident field on the screen is a sum of the contribution
from various excited modes. Each of these incident modes
on the screen will only interfere destructively in the forward
azimuth with the corresponding scattered mode from the ob-

ject with the same elevation angle. The scattering process
causes the various incoming incident modes at the object to
be coupled to each outgoing scattered mode through the scat-
ter function and this leads to adouble sumin the expression
for the extinction in Eq.~13!.

3. Large object-receiver range, x

Next we consider the scenario where the screen is placed
at a sufficiently large distance from the object that only the
first mode survives for both the incident field on the screen
from the source and the scattered field from the object, i.e.,
l 5m51 in Eq. ~6!. The field incident on the object is still
comprised by a sum over the modesn excited by the source
since the range of the source from the object is not too large.
The expression for the extinction in Eq.~13! then reduces to
a single sum over the incident modesn on the object that are
scattered into the outgoing modem51 that survives at the
screen.

4. Large source to object range, x 0

If the source is placed at large distances away from the
object, the field incident on the object and on the screen will
be determined by the single model 5n51 that survives
while the rest of the modes are stripped due to absorption in
the wave guide. The extinction in this case has a single term
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in Eq. ~13! corresponding tom5n51, the mode that sur-
vives at the screen. The expression for the extinction is given
by Eq. ~14! with p51.

These examples illustrate the fact that it is really the
interference between the incident field and the scattered field
on the screen that determines the extinction. Only scattered
field directions that have a fixed phase relationship with the
incident field will contribute to the extinction. In the litera-
ture, extinction is often stated to be directly proportional to
the forward scatter amplitude of a plane wave in free space.
For multiple incident plane waves, however, the extinction is
not simply a function of the forward scatter amplitude for
each incident plane wave but also depends on the scatter
function amplitudes coupling each incident plane wave to all
other plane waves with distinct directions that make up the
incident field. Guo’s10 result for the extinction of a plane
wave by an object placed near an interface between two me-
dia can also be interpreted in this way.

B. Effect of absorption by the medium

The extinction of the incident field due to an object in
the far field of a point source in free space with absorption in
the medium is derived in Appendix C. Comparing the ex-
pression for extinction in a wave guide, Eq.~13!, with that in
free space, Eq.~C14! in Appendix C, we see that absorption
in the medium lowers the extinction that we would otherwise
measure in a lossless medium. In free space, the term due to
absorption by the medium is separable from the properties of
the object in the formula for the extinction. These terms,
however, are in general, convolved in a wave guide with
multimodal propagation. The convolution arises because the
absorption loss suffered by each mode varies from mode to
mode. Furthermore, the modes have varying elevation angles
and they are thus scattered differently by the object depend-
ing on the elevation angle of the mode. In the wave guide,
the absorption loss term can be separated from the term due
to the object only if a single mode is incident on the object as
seen from Eq.~14!, which is the extinction caused by a
single mode. One way this arises naturally in a wave guide is
when the source to object separation is large enough that
only mode 1 survives in the incident field on the object.

III. TOTAL SCATTERED POWER IN THE WAVE GUIDE

The total power scattered by an object in a wave guide
can be obtained by integrating the scattered field intensity
Vs* Fs around a closed control surface enclosing the object,
as described in Eq.~A8!. We let the control surface be a
semi-infinite cylinder of radiusR with a cap at the sea sur-
face wherez52D. The axis of the cylinder is parallel to the
z axis and passes through the object centroid.

The sea surface is a pressure-release surface where the
total field vanishes. Since the incident field in the absence of
the object is zero at the sea surface, the scattered field has to
vanish as well. The scattered energy flux through the cap of
the cylinder atz52D is zero. We need only integrate the
scattered intensity over the curved surface of the cylinder to
obtain the total scattered power.

From Eq.~2!, we see that the scattered field is expressed
as a sum of four terms. The scattered intensity at the surface
of the cylinder can therefore be expressed as a sum of 16
terms, the first of which is
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An area element on the curved surface of the cylinder is
given by dS5 irR df dz. Making use of Eq.~4!, the or-
thogonality relation between the modes, we integrate Eq.
~15! over the semi-infinite depth of the cylinder and the re-
sulting expression is
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The above integral cannot be further evaluated without
specifying the scatter function of the object. In general the
total scattered power in the wave guide is a complex expres-
sion with a triple sum of 16 integrals. The real part of Eq.
~16! gives the triple sum of just the first integral.

If there is no absorption by the object, the extinction
caused by the object is due entirely to scattering. If the object
is in a perfectly reflecting wave guide or a wave guide with
small absorption loss, the total scattered power is the extinc-
tion. In that case, the complicated expression with triple sum
of 16 integrals discussed above reduces to the simple expres-
sion of a double sum and no integral of Eq.~13!. In a lossy
wave guide, if we measure the extinction around a small
control surface enclosing the object, the absorption loss in-
side the control volume is small and the above holds as well.
Therefore, the extinction formula eliminates the need to in-
tegrate the scattered energy flux about the object in a wave
guide when determining the scattered power.

IV. COMBINED AND MODAL EXTINCTION CROSS
SECTIONS

The ratiosT between the rate of dissipation of energy
and the rate at which energy is incident on unit cross sec-
tional area of an obstacle is called the extinction cross sec-
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tion of the obstacle.1 In the wave guide, the intensity of the
incident field on the object at the origin from a source atr0 is

I i~0ur0!5R$V i* ~0ur0!F i~0ur0!%

5RH i

d2~z0!d~0!8pvx0
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e2I$jp1jq%x0J . ~17!

In our derivation, the screen is positioned normal to thex
axis and it measures the extinction of the energy flux propa-
gating in thex direction. We therefore normalize this extinc-
tion by the component of the incident intensity in thex di-
rection to obtain the extinction cross sectionsT of the object
in the wave guide,
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Equation~18! is due to the combined extinction of all the modes of the wave guide by the object and we define it to be the
combined extinction cross section. This combined cross section of an object depends on the properties of the object which are
convolved with the properties of the wave guide, as well as the source and object locations.

For a source that excites only a single modep, the incident intensity on the object in thex direction is

I i~0ur0!p5
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ujpu
e2I$2jp%x0. ~19!

Dividing the extinction of modep by the object in Eq.~14! with the intensity of the incident field composed solely of
modep in Eq. ~19!, we obtain the cross section of the object for the extinction of modep,
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We define Eq.~20! as the modal cross section of the object
for the extinction of the individual modes of the wave guide.
Analogous to plane waves in free space, the modes in a wave
guide are the entity that propagate in the wave guide and
determine the energy of the acoustic field in the wave guide.
It therefore becomes meaningful to quantify the extinction
caused by an object of the individual modes of the wave
guide and subsequently the cross section of the object as
perceived by the individual modes of the wave guide.

V. ESTIMATION OF OBJECT SIZE FROM EXTINCTION
THEOREM IN AN OCEAN WAVE GUIDE

The extinction formula can be used to estimate the size
of an object by measuring the extinction it causes in an in-
cident beam. For instance, in astronomy, the size of a mete-
orite is estimated from the extinction it causes in the light
reaching a telescope when the meteorite is in interstellar

space between a star and the telescope, so long as the tele-
scope is large enough to measure the entire shadow
remnant.4

For an object that is large compared to the wavelength,
its extinction cross section in free space, according to Babi-
net’s principle, is equal to twice its geometrical projected
area.4 If we let Tp be the projected area of the object in the
direction of an incident plane wave in free space, we obtain

4p

k2 I$Sf%52Tp . ~21!

The size of the object is therefore directly related to the free
space forward scatter function of the object for objects that
are large compared to the wavelength. The forward scatter
function can be determined from a measurement of the ex-
tinction caused by the object.

2930 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 P. Ratilal and N. C. Makris: Extinction theorem for object scattering



Extinction measurements usually involve integrating the
intensity of the incident and total fields over a sufficiently
large screen that registers the full extinction caused by the
object. We measure the incident power on the screen in the
absence of the object and the total power in the presence of
the object. The difference between these two energy fluxes
on the screen is the extinction.

An intensity measurement at a single point in space in
the forward scatter direction is typically inadequate. This can
be seen from Eq.~C3! for free space, and Eq.~6! in the wave
guide, where the interference intensityV i* Fs at a point de-
pends very sensitively on the source and receiver positions
which cause rapid fluctuation in the phase term. To deter-
mine the forward scatter function from a single receiver in
the forward direction then requires extremely accurate
knowledge of the source, object and receiver locations. In
practical measurements, it may also be difficult to precisely
locate the point sensor in the forward direction. This is espe-
cially true for large objects as they have very narrow forward
scatter function peaks. Equation~C14! for the extinction in
free space on the other hand has no phase dependence in-
volving the source or screen position. Extinction measure-
ment over a screen is therefore a more robust method for
estimating the forward scatter amplitude and hence the size
of an object. For measurements in a shallow water wave
guide, the screen over which the intensity is integrated can
be either a sufficiently large planar array, or a billboard array
whose spacing between the sensor elements satisfies the Ny-
quist criterion for sampling the field in space.

In a wave guide, the extinction caused by an object, Eq.
~13!, depends not only upon the properties of the object
through the scatter function, but also the properties of the
wave guide and the measurement geometry. They are, in
general, convolved in the expression for the extinction and
are separable only when the incident field is composed of a
single mode as evident in Eq.~14!. This suggests a possible
scenario for extinction measurements in a wave guide to ex-
tract the scatter function’s forward amplitude and subse-
quently to estimate the size of an object.

For large source to object separationx0 , the mode that
survives in the incident field is mode 1. Mode 1 of any wave
guide propagates almost horizontally and we can approxi-
mate its elevation angle asa1'p/2. In this case, the four
scatter function amplitudes in Eq.~14! can be approximated
as S(p/2,0,p/2,0) and factored out of the equation for the
extinction. Using the fact that for mode 1,R$j1%@I$j1% we
rewrite the extinction for mode 1 as
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In a Pekeris wave guide,14,15 with
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using Eq.~5!, we see that
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The extinction formula for mode 1 therefore leads to
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Equation~20! for the modal cross section of the object for
mode 1 in the Pekeris wave guide, simplifies to

s1~x!5
4p

k

1

R$j1%
I$S~p/2,0;p/2,0!%e22I$j1%x. ~26!

Since mode 1 propagates close to the horizontal,R$j1%
'k. The cross section of an object for the extinction of
mode 1 in a Pekeris wave guide, Eq.~26!, is almost identical
to the cross section of the object for the extinction of plane
waves in free space, Eq.~C16!.

In Eqs. ~25! and ~26! the properties of the target are
separated from the wave guide and geometric parameters. If
we can measure the extinction of mode 1 caused by the ob-
ject in the wave guide, we can estimate the free space for-
ward scatter amplitude of the object and subsequently, the
size of the object. A knowledge of the wave guide properties,
and location of source, object and screen is necessary to
correct for the spreading and absorption loss in the wave
guide, as well as the amplitude of mode 1 at the source and
object depths. Experimentally, we can estimate the source to
object rangex0 from the arrival of the back scattered field
from the object using a sensor that is co-located with the
source.

As discussed in Eq.~21!, the object size is related to the
forward scatter function amplitude. The extinction of the
higher order modes of the wave guide, apart from mode 1,
depend on the scatter function amplitude in other directions
in addition to the forward. It is therefore much more difficult
to extract information about the size of the object from
modes higher than mode 1 unless the object is compact as
will be discussed in Sec.~VI E!. For objects that are buried in
sediments that are faster than water, mode 1 excited by a
source in the water column does not penetrate into the bot-
tom due to total internal reflection. The above method will
therefore not be useful in estimating the size of objects bur-
ied in fast bottoms.

VI. ILLUSTRATIVE EXAMPLES

In all the illustrative examples, a water column of 100 m
depth is used to simulate a typical continental shelf environ-
ment. The sound speed structure of the water column is iso-
velocity with constant sound speed of 1500 m/s, density of 1
g/cm3 and attenuation of 6.031025 dB/l. The seabed is ei-
ther perfectly reflecting or comprised of sand or silt half
spaces. The density, sound speed and attenuation are taken to
be 1.9 g/cm3, 1700 m/s, and 0.8 dB/l for sand, 1.4 g/cm3,
1520 m/s, and 0.3 dB/l for silt. Calculations are made of the
combined and modal extinction, incident intensity on the ob-
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ject, and, the combined and modal cross sections in various
wave guides for different objects as a function of source,
object and screen locations. The object size and frequency is
also varied. Except for Sec. VI E, the frequency used in all
other examples is 300 Hz.

A. Combined extinction cross section in different
wave guides

First, we examine how the combined extinction of all
the modes, caused by a pressure-release sphere of radius 10
m, in a Pekeris wave guide with either sand or silt bottom
half space varies as a function of source to object range at a
source frequency of 300 Hz. The source and sphere centers
are located atD550 m in the middle of the water column.
The combined extinction measured by the screen Eq.~13!,
the incident intensity on per unit area of the sphere Eq.~17!,
and the combined cross section of the sphere Eq.~18! in the
wave guides are plotted as a function of source to object
separationx0 in Figs. 2~a!–~c!, respectively. At eachx0 , the
separation of the screen from the object is the same as that of
the source from the object, i.e.,x5x0 The combined extinc-
tion is calculated using Eq.~13! with the scatter function for
the sphere given by Eqs.~8! and ~9! of Ref. 13 with f (n)
replaced by (21)nf (n) to convert from Ingenito’s definition
to the standard one described in Ref. 12.

The combined extinction and incident intensity fluctuate
with range due to the coherent interference between the
modes. The resulting combined cross section of the sphere
also fluctuates with range. The incident intensity and
extinction are larger in the wave guide with sand bottom. The
fluctuations in the fields are also greater in the sand bottom
wave guide as compared to the silt bottom wave guide. The
difference arise primarily because the number of trapped

modes is larger for the sand half space due to the higher
critical angle of 28.1° for the water to sand interface as
compared with the 9.3° of water to silt leading to larger
fields and fluctuations in the wave guide with sand bottom.
For a screen placed at a fixed range from the object, it is
the coherent extinction and cross section that we measure
experimentally. From Fig. 2~c!, we see that the coherent
combined cross section of the object varies rapidly with
range in the wave guide. Consequently, it is difficult to
extract information about the size of the object from a mea-
surement of its combined extinction of all the wave guide
modes.

We find it useful to approximate the combined extinc-
tion measured by the screen and the incident intensity on the
sphere as a single incoherent sum over the modes which
provides an average trend to the curves as a function of
range. Taking the ratio of the incoherent combined extinction
and incident intensity, we obtain the incoherent combined
cross section. The combined extinction, incident intensity
and combined cross section of the sphere calculated incoher-
ently, using Eqs~13!, ~17!, and~18!, respectively, by replac-
ing the double sum with a single sum over the modes are
plotted in Figs. 2~a!–~c!. From the incoherent plots, we see
that the extinction and the incident intensity decay with
range due to geometrical spreading and absorption loss in a
real wave guide.

In a perfectly reflecting wave guide, there is no absorp-
tion in the wave guide. Consequently, an incoherent approxi-
mation for sT is independent of range as can be seen from
Eq. ~18!. The decay in the extinction due to spreading loss is
compensated by spreading loss in the flux incident on the
object which keeps the cross section a constant. In this case,
the extinction measured by the screen is due entirely to the

FIG. 2. ~a! The combined extinction
Eq. ~13! of all the modes, caused by a
pressure release sphere of radius 10 m
centered at 50 m depth, in a Pekeris
wave guide composed of 100 m water
with either sand or silt half space is
plotted as a function ofx0 , its range
from a point source of frequency 300
Hz also placed at the same depth in the
wave guide. The separation of the
screen from the object is the same as
that of the source from the object at
each source to object range,x5x0 . ~b!
The incident intensity on the sphere
Eq. ~17!. ~c! The combined cross sec-
tion of the sphere Eq.~18!. Both the
coherent and incoherent approxima-
tion of the quantities are plotted in
each subfigure.
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object. Figure 3 showssT , calculated incoherently, plotted
for a pressure-release sphere of radius 10 m in a perfectly
reflecting wave guide as a function ofx0 . In this figurex
5x0 . The incoherent combined cross section of the object in
free space with no absorption and in the Pekeris wave guide
examples considered so far are also plotted for comparison.
Figure 3 shows that this incoherent combined cross section
for the extinction of all the wave guide modes differs signifi-
cantly from the free space cross section of the object. So, it is
difficult to obtain an estimate of the size of an object from an
incoherent as well as a coherent measurement of its com-
bined cross section.

B. Modal cross section in different wave guides

In this section, we will investigate how the modal ex-
tinction cross section of the 10 m pressure release sphere
varies for the individual modes in various wave guides at
300 Hz. Figures 4~a! and ~b! show the amplitudes of the
modes at the source depth of 50 m in the Pekeris wave guide
with sand and silt bottom, respectively. Only the propagating
modes are plotted because these are the modes that compose
the incident field on the object in the far field. These are the
mode amplitudes at the object depth because the target is
also at 50 m depth. The amplitude of the modes in the per-
fectly reflecting wave guide are plotted in Fig. 4~c!. Only the
even number modes are excited by the source at 50 m depth
and they have the same amplitude.

The extinction of each individual mode in the Pekeris
wave guide with sand bottom caused by the sphere and cal-
culated using Eq.~14! are plotted in Figs. 5~a! and~b! at the
source to object range of 1 km and 25 km, respectively. The
screen is placed the same distance away from the object as
the source in each case. The modal extinctions in the Pekeris
wave guide with silt bottom at 1 km and 25 km are plotted in
Figs. 5~c! and ~d!, respectively. Comparing Fig. 5 with Fig.
4, we see a dependence of the extinction of each mode on its
amplitude at the object depth, with the more energetic modes
being extinguished the most. The extinction of the modes
vary with range due to spreading and absorption loss suf-
fered by the modes. Absorption loss suffered by each mode
as a result of absorption in a real wave guide is more severe
for the high order modes due to their steeper elevation
angles. The higher order modes are gradually stripped with
increasing range and at sufficiently long ranges, the extinc-
tion caused by the object is very much limited to the extinc-

FIG. 3. Incoherent combined cross section of a 10 m radius pressure release
sphere at 300 Hz source frequency in a Pekeris wave guide with sand bot-
tom half space, Pekeris wave guide with silt bottom half space, perfectly
reflecting wave guide, and free space as a function of source to object range
x0 . For this plot,x5x0 . In the wave guides, the source and sphere center
are located at 50 m water depth. The incoherent combined cross section is
calculated using Eq.~18! by replacing the double sum over the modes with
a single sum.

FIG. 4. Modal amplitude at the source
and target depth of 50 m in~a! Pekeris
wave guide with sand half space,~b!
Pekeris wave guide with silt half
space, and ~c! perfectly reflecting
wave guide for a frequency of 300 Hz.
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tion of the first few propagating modes. For the perfectly
reflecting wave guide in Figs. 5~e! and ~f! at 1 km and 25
km, respectively, there is no absorption loss, so the extinction
for each mode decays only with source to object rangex0 .
There is no mode stripping effect in a perfectly reflecting
wave guide and the relative magnitude of the extinction
across the modes remains the same, independent of range.

Figures 6~a!–~c! show the modal cross sections of the
sphere, calculated using Eq.~20!, for the extinction of the
individual modes in the Pekeris sand, silt and perfectly re-
flecting wave guides, respectively. We setx50 in Eq.~20! to
obtain the modal cross section of the object corrected for
absorption in the wave guide. In each of the wave guides
illustrated in Fig. 6 we see that the modal cross section of the
sphere for the extinction of mode 1 is very close to its cross
section for the extinction of a plane wave in free space. For
the higher order modes, the modal cross section of the object
can be much larger or smaller than its free space value de-
pending on the wave guide. We can calculate the forward
scatter function amplitude of the object from a measurement

of the extinction of mode 1 as discussed in Sec. V which
allows us to estimate the size of the object.

C. Dependence of modal cross section on object
depth

The modal cross section of an object depends on the
depth of the object in the wave guide. We investigate how
the modal cross section of the 10 m pressure release sphere
varies when we lower its depth by half a wavelength distance
to 52.5 m in the Pekeris silt, sand, and perfectly reflecting
wave guides. We also lower the source depth to 52.5 m so
that all the modes in the perfectly reflecting wave guide are
excited by the source. The source frequency is 300 Hz.

Figure 7 shows the incoherent combined cross section of
the sphere in the three wave guides. In the perfectly reflect-
ing wave guide, the incoherent combined cross section of the
sphere is now larger than its free space value. Figures 8~a!–
~c! show the modal amplitudes in the three wave guides and

FIG. 5. Extinction of the individual
modes Eq.~14! of the wave guide by
the 10 m radius pressure release
sphere at 50 m water depth with the
source separated from the sphere by
~a! 1 km range in a Pekeris sand half
space wave guide,~b! 25 km range in
a Pekeris sand half space wave guide,
~c! 1 km range in a Pekeris silt half
space wave guide,~d! 25 km range in
a Pekeris silt half space wave guide,
and ~e! 1 km range in a perfectly re-
flecting wave guide,~f! 25 km range in
a perfectly reflecting wave guide. The
source depth is also 50 m and the
source frequency is 300 Hz. The
screen measuring the extinction is
separated the same distance from the
object as the source in each case.
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Figs. 9~a!–~c! show the modal cross sections, Eq.~20!. In the
perfectly reflecting wave guide Fig. 9~c!, all modes that exist
in the wave guide are scattered by the object to form the
scattered field when it is at the shallower depth of 52.5 m,
unlike in the previous example of Fig. 6 where it was at 50 m
depth and only the excited odd number modes were scattered
by the object. Comparing Fig. 9 with Fig. 6, we see that the
modal cross section of most of the modes vary with object
depth. For mode 1, however, in all the three wave guides, the
modal cross section of the object remains close to its free
space value.

D. Modal cross section for various object types

The cross section of the 10 m pressure release sphere is
compared to that of a rigid or hard disk of radius 10 m in the

wave guide. In free space, with the plane of the disk aligned
normal to the direction of propagation of the incident waves,
it is well known that its plane wave extinction cross section
is equal to twice its projected area, which is 628.3 m2 in this
example. The cross section of a sphere in free space depends
on the circumference of the sphere relative to the wavelength
of the incident waves, i.e.,ka52pa/l wherea is the radius
of the sphere. The dependence of the extinction cross section
of a pressure release or hard sphere onka, in free space is
plotted in Ref. 16. For a large pressure release sphere, high
ka, the extinction cross section is roughly twice the projected
area which is the same for both the sphere and the disk. For
a compact pressure release sphere, smallka, the cross section
of the sphere begins to exceed twice its projected area. For
the present example, at 300 Hz source frequency,ka512.6
and the extinction cross section of the sphere in free space is
736.7 m2.

The incoherent combined cross section of the 10 m hard
disk in the three different wave guides is plotted in Fig. 10.
In free space, the cross section of the sphere at 300 Hz
is only a little larger than that of the disk of the same
radius. Comparing Figs. 3 and 10, we see that in the per-
fectly reflecting wave guide, the incoherent combined cross
section of the sphere is much larger than that of the disk. The
elevation angle of each mode of the wave guide increases
with the mode number. Since the disk is aligned with it’s
plane parallel to they–z plane, the projected area of the
disk perceived by each mode decreases as the elevation angle
of the mode increases. For the sphere, however, each mode
sees the same projected area, regardless of the elevation
angle of the mode. Therefore the combined extinction of
the modes by the sphere is much larger than by the disk. In
the real wave guide, absorption by the wave guide alters
the amplitude of each mode with the higher order modes

FIG. 6. Modal cross section Eq.~20!
at 300 Hz of the 10 m radius pressure
release sphere at 50 m water depth for
the extinction of the individual modes
in a ~a! Pekeris sand half space wave
guide,~b! Pekeris silt half space wave
guide, and ~c! perfectly reflecting
wave guide. We setx50 in Eq.~20! to
remove the effect of absorption by the
wave guide. The modal cross section
of the sphere for mode 1 in each wave
guide is almost equal to its free space
cross section.

FIG. 7. Incoherent combined cross section of a 10 m radius pressure release
sphere at 300 Hz source frequency in a Pekeris wave guide with sand bot-
tom half space, Pekeris wave guide with silt bottom half space, perfectly
reflecting wave guide, and free space as a function of source to object range
x0 . For this plot,x5x0 . In the wave guides, the source and sphere center
are located at 52.5 m water depth. The incoherent combined cross section is
calculated using Eq.~18! by replacing the double sum over the modes with
a single sum.
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suffering greater absorption losses than the lower order
modes. The higher order modes are less important in deter-
mining the combined extinction in the real wave guide. Con-
sequently, in a real wave guide, the incoherent combined
cross section of the sphere is only slightly larger than that of
the disk.

The modal cross section Eq.~20! of the disk for each
mode of the Pekeris sand, silt, and the perfectly reflecting

wave guide is plotted in Figs. 11~a!–~c!, respectively. From
Fig. 11, we see once again that the modal cross section of
the object for the extinction of mode 1 is almost equal to
its free space cross section. In the present example, the cross
section of the disk is equal to twice its projected area. This
example further illustrates that we can obtain a measure of
the size of an object from the extinction of mode 1 in a wave
guide.

FIG. 8. Modal amplitude at the object
depth of 52.5 m in~a! Pekeris wave
guide with sand half space,~b! Pekeris
wave guide with silt half space, and
~c! perfectly reflecting wave guide for
a frequency of 300 Hz.

FIG. 9. Modal cross section Eq.~20!
at 300 Hz of the 10 m radius pressure
release sphere at 52.5 m water depth
for the extinction of the individual
modes in a~a! Pekeris sand half space
wave guide,~b! Pekeris silt half space
wave guide, and~c! perfectly reflect-
ing wave guide. We setx50 in Eq.
~20! to remove the effect of absorption
by the wave guide. The modal cross
section of the sphere for mode 1 in
each wave guide is almost equal to its
free space cross section.
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E. Dependence of modal cross section on object size
and frequency

Here we investigate how the modal cross section Eq.
~20! of a pressure release sphere at 50 m water depth com-
pares with its free space cross section when we vary the size
of the sphere and the frequency of the incoming waves. Fig-
ures 12~a!–~d! show the result in a Pekeris sand wave guide,
plotted as a function ofka. The corresponding result in the
Pekeris silt and perfectly reflecting wave guides are plotted
in Figs. 13 and 14, respectively.

For a large sphere with the highka of 62.8, we see from
Figs. 12–14~d! that the modal cross section of the sphere for
the high order modes fluctuates and departs drastically from
the free space cross section for most of the modes. The

modal cross section for mode 1, however, remains nearly
equal to the free space cross section of the large sphere in
each wave guide. For the compact sphere with the smallka
of 0.1 on the other hand, Figs. 12–14~a!, the modal cross
section of most of the modes are fairly close to the free space
cross section of the object.

Figures 15~a!–~d! show the scatter function amplitude
plotted as a function of elevation angle of the modes at vari-
ous ka. Compact objects scatter like point targets and they
have an omnidirectional scatter functionS0 . In Eq. ~20!, we
see that the modal cross section depends on not only the
forward scatter amplitude, but also the scatter function am-
plitude in nonforward directions. For a compact object, since
the scatter function amplitude is a constant, independent of
azimuth or elevation angles, we can factor it out in Eq.~20!.
Furthermore, in a perfectly reflecting wave guide, since14,15
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15Np

25
1

i
Ad~0!

2H
, ~27!

Np can be factored out of the equation as well. Consequently,
for a compact object in the perfectly reflecting wave guide,
Eq. ~20! for the modal cross section reduces to

sp~x!5
4p

k

1

R$jp%
I$S0%e

22I$jp%x ~28!

which resembles the expression for the free space cross sec-
tion of the object in Eq.~C16!. The modal cross section of
the compact object in the wave guide will, however, be
slightly larger than the free space cross section because of
the dependence on the horizontal wave number of the mode
jp in the denominator of Eq.~28! instead ofk as in Eq.~C16!
for free space. The real part of the horizontal wave number
decreases as the mode number increases. We see a gradual

FIG. 10. Incoherent combined cross section of a hard disk of radius 10 m at
300 Hz source frequency in a Pekeris wave guide with sand bottom half
space, Pekeris wave guide with silt bottom half space, perfectly reflecting
wave guide, and free space as a function of source to object rangex0 . For
this plot,x5x0 . In the wave guides, the source and disk center are located
at 50 m water depth with the disk aligned in they–z plane. The incoherent
combined cross section is calculated using Eq.~18! by replacing the double
sum over the modes with a single sum.

FIG. 11. Modal cross section Eq.~20!
at 300 Hz of the 10 m radius hard disk
at 50 m water depth for the extinction
of the individual modes in a~a! Pek-
eris sand half space wave guide,~b!
Pekeris silt half space wave guide, and
~c! perfectly reflecting wave guide. We
setx50 in Eq. ~20! to remove the ef-
fect of absorption by the wave guide.
The modal cross section of the disk for
mode 1 in each wave guide is almost
equal to its free space cross section.
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increase in the modal cross section in Fig. 14~a! with in-
crease in mode number for the compact sphere in the per-
fectly reflecting wave guide.

In a real wave guide,Np is usually complex. For the
lower order modes,Np has a large imaginary component and
we can still factor it out as we did for the perfectly reflecting
wave guide. We also observe a trend of increase in modal
cross section with mode number for the compact sphere in
the examples of Figs. 12–13~a!. This implies that for a com-

pact object in a wave guide, as well as mode 1, we can also
use the higher order modes to extract its omnidirectional
scatter function amplitude from modal extinction measure-
ments. Once the scatter function amplitude of a compact ob-
ject is known, its size can be estimated.

VII. SUMMARY AND DISCUSSION

A generalized extinction theorem for the rate at which
energy is extinguished from the incident wave of a far field

FIG. 12. Modal cross section Eq.~20!
of a pressure release sphere at 50 m
water depth for the extinction of the
individual modes in a Pekeris sand
half space wave guide with~a! sphere
radius 0.1 m, 300 Hz source fre-
quency,ka50.1, ~b! sphere radius 1
m, 300 Hz source frequency,ka
51.3, ~c! sphere radius 10 m, 300 Hz
source frequency,ka512.6, and ~d!
sphere radius 10 m, 1500 Hz source
frequency,ka562.8. We setx50 in
Eq. ~20! to remove the effect of ab-
sorption by the wave guide. Only the
propagating modes are illustrated in
each plot. The modal cross section of
the sphere for mode 1 in each case is
almost equal to its free space cross
section.

FIG. 13. Modal cross section Eq.~20!
of a pressure release sphere at 50 m
water depth for the extinction of the
individual modes in a Pekeris silt half
space wave guide with~a! sphere ra-
dius 0.1 m, 300 Hz source frequency,
ka50.1, ~b! sphere radius 1 m, 300
Hz source frequency,ka51.3, ~c!
sphere radius 10 m, 300 Hz source fre-
quency,ka512.6, and~d! sphere ra-
dius 10 m, 1500 Hz source frequency,
ka562.8. We setx50 in Eq. ~20! to
remove the effect of absorption by the
wave guide. Only the propagating
modes are illustrated in each plot. The
modal cross section of the sphere for
mode 1 in each case is almost equal to
its free space cross section.
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point source by an object of arbitrary size and shape in a
stratified medium has been developed from wave theory. In a
wave guide, both the incident and scattered fields are com-
posed of a superposition of plane waves or equivalently a
superposition of modes. The total extinction is shown to be a
linear sum of the extinction of each wave guide mode. Each
modal extinction involves a sum over all incident modes
scattered into the given mode and is expressed in terms of
the objects’s plane wave scatter function in the forward azi-

muth and equivalent modal plane wave amplitudes. In gen-
eral, our results show that when we have multiple plane
waves incident on an object, whether in a wave guide or in
free space, extinction will be a function of not only the for-
ward scatter amplitude for each incident plane wave but also
the scatter function amplitudes coupling each incident plane
wave to all other plane waves with distinct directions that
comprise the incident field.

Our derivation greatly facilitates scattering calculations

FIG. 14. Modal cross section Eq.~20!
of a pressure release sphere at 50 m
water depth for the extinction of the
individual modes in a perfectly reflect-
ing wave guide with~a! sphere radius
0.1 m, 300 Hz source frequency,ka
50.1, ~b! sphere radius 1 m, 300 Hz
source frequency,ka51.3, ~c! sphere
radius 10 m, 300 Hz source frequency,
ka512.6, and~d! sphere radius 10 m,
1500 Hz source frequency,ka562.8.
The modal cross section of the sphere
for mode 1 in each case is almost
equal to its free space cross section.

FIG. 15. The magnitude of the free
space plane wave scatter function
S(u,f50°,u i590°,f i50°) is plot-
ted as a function ofu, the elevation
angle for a pressure release sphere at
~a! ka50.1, ~b! ka51.3, ~c! ka
512.6, and~d! ka562.8. The forward
scatter peak is atu590°.
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by eliminating the need to integrate energy flux about the
object. The only assumptions are that multiple scattering be-
tween the object and wave guide boundaries is negligible,
and the object lies within a constant sound speed layer.

Two extinction cross sections are defined for an object
submerged in a wave guide. The first is the combined cross
section which is the ratio of the combined extinction of all
the modes of the wave guide to the total incident intensity in
the radial direction at the object’s centroid. Calculations for a
shallow water wave guide show that both the combined ex-
tinction and the combined cross section of an object are
highly dependent on measurement geometry, medium strati-
fication, as well as the scattering properties of the object.
They also fluctuate with range due to the coherent interfer-
ence between the modes. Both are significantly modified by
the presence of absorption in the medium. The presence of
absorption typically means that the extinction and corre-
sponding cross section of the obstacle in an ocean wave
guide will be smaller than it’s value in free space. The prac-
tical implications of these findings is that experimental mea-
surements of the total scattering cross section of an obstacle
in a wave guide may differ greatly from those obtained for
the same obstacle in free space and may lead to errors in
target classification if the wave guide effects are not properly
taken into account.

We also define the modal cross section of an object for
the extinction of an individual wave guide mode of a wave
guide. We show that for an object submerged in a typical
ocean wave guide, the modal cross section for the extinction
of mode 1 is almost identical to the object’s free space cross
section, after correcting for absorption loss in the medium.
This finding can be used to robustly estimate the size of
objects submerged underwater from extinction measure-
ments involving mode 1, which is often the dominant mode
after long range propagation in a shallow water wave guide.

APPENDIX A: GENERAL APPROACH FOR
CALCULATING EXTINCTION

There are two approaches to calculate the extinction of
an incident field due to absorption and scattering by an ob-
ject. In the first approach, we define a closed control surface
C that encloses the object, but excludes the source. We let the
origin of the coordinate system be at the object centroid. Let
r0 be the position of the source andr be the position of a
point on the control surface.

In the absence of the object, only the incident fieldF i

exists. The intensity of the incident field at locationr on the
control surface from a source atr0 is

I i~r ur0!5R$V i* ~r ur0!F i~r ur0!%, ~A1!

where V i(r ur0) is the velocity vector of the incident field
which, from Newton’s law, can be expressed as

V i~r ur0!5
1

ivd~r !
“F i~r ur0! ~A2!

for a harmonic field at frequencyv whered(r ) is the density
at locationr . Integrating the incident intensity over the entire

control surfaceC gives the net incident intensity fluxFi

through the control surface,

Fi5RH R R
C
V i* F i•dSJ . ~A3!

In a lossless media, the incident energy flux entering the
control surface has to equal that leaving the surface. There-
fore in a lossless media,

Fi50. ~A4!

In the presence of the object, the total field at locationr
on the control surface for a source atr0 is the sum of the
incident pressure field from the source and the scattered field
from the object,

FT~r ur0!5F i~r ur0!1Fs~r ur0!. ~A5!

The intensity of this total field atr on the control surface is

IT~r ur0!5R$VT* ~r ur0!FT~r ur0!%. ~A6!

The total intensity integrated over the entire control surface
C is the total energy fluxFT throughC, or the total inter-
cepted power,

FT5RH R R
C
VT* FT•dSJ

5RH R R
C
~V i* F i1V i* Fs1Vs* F i1Vs* Fs!•dSJ .

~A7!

If the object absorbs some of the power incident on it, the net
outward power flow through the control surface is equal in
magnitude to the rate at which absorption takes place. Let
Wa be the rate at which energy is absorbed by the obstacle,
thenFT52Wa .

Let Ws be the total power scattered in all directions by
the object,

Ws5RH R R
C
Vs* Fs•dSJ . ~A8!

By definition, extinction is the sum of the total power ab-
sorbed and scattered by the object. Making use of Eqs.~A3!,
~A4!, and~A8! in Eq. ~A7!, the extinctionE due to the object
in a lossless media is

E5Wa1Ws52RH R R
C
~V i* Fs1Vs* F i !•dSJ . ~A9!

From Eq.~A9! we see that extinction is a result of the inter-
ference between the incident and scattered fields over the
control surface. For a plane wave in free space, the active
region of the control surface over which the incident and
scattered fields have a fixed phase relationship to interfere
destructively lies within an angular widthAl/r of the for-
ward direction, wherel is the wavelength of the incident
wave, andr is the distance of the control surface from the
object centroid in the forward direction.2,3,17 This region
comprises the shadow remnant. Outside of this region, the
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integrand in Eq.~A9! fluctuates too rapidly to contribute to
the extinction.

Consequently, instead of integrating the interference flux
over the entire control surface, we can replace the enclosed
control surface by a screenScin the forward direction. From
Eq. ~A7!, if we integrate the interference flux over the area of
the screen, instead of the enclosed control volume, we obtain

2RH E E
Sc

~V i* Fs1Vs* F i !•dSJ
5RH E E

Sc
~V i* F i2VT* FT1Vs* Fs!•dSJ . ~A10!

The first term on the right-hand side of Eq.~A10! is the
incident fluxFi through the screen, which is the flux through
the screen in the absence of the object. The second term is
FT , the total flux through the screen in the presence of the
object. The last term is the scattered flux through the screen.
If we place the screen sufficiently far from the object so that
Vs* and Fs become small relative toV i* and F i due to
spreading loss, the scattered flux becomes negligible. For
instance, for plane waves in free space, the spherical spread-
ing of the scattered field causes the scattered field intensity to
decrease with range with a 1/r 2 dependence, while the inci-
dent intensity remains constant.

At any given ranger of the screen from the object, to
measure the full extinction caused by the object, the screen
has to be much wider thanAlr . For a sufficiently large
screen, the extinctionE is, from Eq.~A10!,

E5Fi2FT52RH E E
Sc

~V i* Fs1Vs* F i !•dSJ , ~A11!

the difference between the incident flux measured by the
screen in the absence of the object and the total flux in the
presence of the object. This is the approach due to Van de
Hulst for calculating the extinction by placing a sufficiently
large screen in the forward direction to register the full ex-
tinction.

APPENDIX B: EXTINCTION, ABSORPTION, AND
SCATTERING CROSS SECTIONS

The extinction, absorption, and scattering cross sections
can be viewed as fictitious areas that intercept a portion of
the incident power equal to the extinguished, absorbed or
scattered power, respectively. The extinction cross section
sT , by definition, is the ratio between the rate of dissipation
of energyE and the rate at which energy is incident on unit
cross-sectional area of the objectI i ,

sT5
E
I i

. ~B1!

From Eq.~A9!, we can also express the above as

sT5
Wa1Ws

I i
5sa1ss , ~B2!

wheresa andss are the absorption and scattering cross sec-
tions, respectively. For a nonabsorbing object,sa50, and

the extinction cross section is then equal to the scattering
cross section,sT5ss .

APPENDIX C: EXTINCTION FORMULA FOR
SCATTERING IN AN INFINITE LOSSY UNBOUNDED
MEDIA

We derive the formula for the extinction of an incident
plane wave in the far field of a point source by an object in
an infinite unbounded medium with absorption loss. We will
derive the expression using both the control surface method
and the Hulst screen method discussed in Appendix A and
compare the resulting expressions. Letn be the coefficient
for absorption in the medium. We write the magnitude of the
complex wave vector ask5k1 in, wherek5v/c.

The object centroid coincides with the center of the co-
ordinate system and we place the source atr05(0,0,2z0).
First we derive the formula using the control surface method,
Eq. ~A9!. We let the control surface be a spherical surface of
radiusR centered at the object centroid. At any pointr on the
control surface, the incident field is given by the free space
Green’s function,

F i~r ur0!5
1

4p

eikur2r0u

ur2r0u
. ~C1!

Since the object is in the far field of the point source, the
incident field at the object can be approximated as compos-
ing of plane waves with amplitudeeikz0/4pz0 . The scattered
field from the object at ranges far from the object can be
expressed as

Fs~r ur0!5
1

4p

eikz0

z0

eikr

kr
S~u,f;0,0!. ~C2!

The first term in the integrand of Eq.~A9! for this case is

V i* Fs5
1

16p2

~k2 in!

vd

e2 ikAx21y21~z1z0!2

~x21y21~z1z0!2!
~r ir1z0iz!

3
eikz0

z0

eikAx21y21z2

~k1 in!Ax21y21z2
S~u,f;0,0!

3e2nAx21y21~z1z0!2
e2nz0 e2nAx21y21z2

. ~C3!

In the above expression, we explicitly factor out the term
representing absorption in the medium to avoid confusion
when conjugating the fields and to keep track of absorption
losses in the medium. On the control surface,r
5Ax21y21z25R. We will assume thatz0@R since the
object is in the far field of the point source. We use the
approximationAx21y21(z1z0)2'z1z0 in the term that
determines the phase of the integrand, and the approximation
Ax21y21(z1z0)2'z0 in the spreading loss factor. The re-
sulting expression becomes,

V i* Fs5
1

16p2

~k2 in!

vd~k1 in!

e2 i ~k1n!z

z0
3 ~z0iz1Rir !

eikR

R

3S~u,f;0,0!e22nz0e2nR. ~C4!

Next, we integrate Eq.~C4! over the area of the en-
closed spherical surface. An area element on the surface is
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dS5 irR
2 sinu du df. Sincez0@R we need only consider the

first term in Eq. ~C4! and note thatiz• ir5cosu. With z
5R cosu on the spherical surface, we obtain

R R
C
V i* Fs•dS5

1

16p2

~k2 in!

vd~k1 in!z0
2R

eikR

3e22nz0e2nR

3E
0

pE
0

2p

e2~ ik1n!R cos~u!S~u,f;0,0!

3cosu sinu du df. ~C5!

Making use of asymptotic integration,

R R
C
V i* Fs•dS

5
i

8pvdz0
2

1

k1 in
e22nz0~S~0,0;0,0!e22nR

1S~0,p;0,0!ei2kR!. ~C6!

Similarly, we integrate the second term of Eq.~A9! over the
control surface and obtain

R R
C
Vs* F i•dS

5
2 i

8pvdz0
2

1

k1 in
e22nz0~S* ~0,0;0,0!e22nR

2S* ~0,p;0,0!e2 i2kR!. ~C7!

Summing Eqs.~C6! and~C7!, taking only the negative of the
real part of the sum, we obtain the extinction caused by an
object in an infinite unbounded lossy medium using the con-
trol volume method,

EC~r ur0!5
1

4pvd

e22n~z01R!

z0
2 S k

k21n2 I$S~0,0;0,0!%

2
n

k21n2 R$S~0,p;0,0!ei2kR%e2nRD . ~C8!

Next, we derive the extinction using the Van de Hulst
screen method, Eq.~A11!. We start with the expression in
Eq. ~C3!. We place a square screen of lengthL a sufficiently
large distance from the object in the forward direction,
parallel to thex2y plane a distancez away from the object.
As discussed in Appendix A, we requireL.Alz. Sincez
is large, we assume that for points on the active region
of the screen,z@r wherer5Ax21y2. We use the approxi-
mations Ax21y21(z1z0)2'z1z01@r2/2(z1z0)#, and
Ax21y21z2'z1(r2/2z) in the terms that determine the
phase of the integrand, and the approximations
Ax21y21(z1z0)2'z1z0 and Ax21y21z2'z in the ab-
sorption and spreading loss factors. Equation~C3! simplifies
to

V i* Fs5
1

16p2

~k2 in!

~k1 in!

1

v dz0 z~z01z!

3eik z0 r2/2z~z01z!S~u,f;0,0!e22n~z01z!. ~C9!

We integrate Eq.~C9! using Eq.~A11! over the area of
the screen. With the screen lying normal to thez axis, an area
element of the screen isdS5 iz dx dy,

E E
Sc

V i* Fs•dS

5
1

16p2

~k2 in!

~k1 in!

1

vdz0z~z01z!
e22n~z01z!

3E
2L/2

L/2 E
2L/2

L/2

eik z0 r2/2z~z01z!S~u,f;0,0!dx dy.

~C10!

As discussed in Appendix A, the angular width of the active
area on the screen is of the order ofAl/z which is small for
large z. We therefore approximate the scatter function with
its value atu5f50 and factor it out of the integral above.
Integrating the resulting expression using asymptotic integra-
tion, we obtain

E E
Sc

V i* Fs•dS

5
i

8pvdz0
2

1

k
S~0,0;0,0!

~k2 in!

~k1 in!
e22n~z01z!. ~C11!

Similarly, we integrate the second term in Eq.~A11! to ob-
tain

E E
Sc

Vs* F i•dS5
2 i

8pvdz0
2

1

k
S* ~0,0;0,0!e22n~z01z!.

~C12!

Adding the two expressions and taking only the negative of
the real part of the sum, we obtain the extinction caused by
an object in an infinite unbounded lossy medium using the
screen method,

ESc~r ur0!5
1

4pvd

e22n~z1z0!

z0
2

1

k

3S I$S~0,0;0,0!%2
n

k
R$S~0,0;0,0!% D . ~C13!

The expression for the extinction using the control vol-
ume method Eq.~C8! and that obtained using Van de Hulst
screen method Eq.~C13! are equal ifn50. The second term
in both equations arise due to absorption by the medium. The
expressions for the absorption loss term differ because we
integrate the energy flux over different surfaces. Ifn is small
compared tok, n/k!1, we can ignore the second term in
both equations, and lettingz5R, the resulting expressions
for the extinction are identical and become

E~r ur0!5
1

4pvdk
I$S~0,0;0,0!%

e22n~z1z0!

z0
2 . ~C14!

This derivation shows that the screen method gives the true
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extinction only if the absorption loss in the medium is small.
From Eq.~C14!, we see that absorption in the medium low-
ers the extinction that we would otherwise measure in a loss-
less medium. The 1/z0

2 factor is due to the spherical spread-
ing of the incident field from the source to the object.

The incident intensity on the object in thez direction for
n/k!1 is

V i* F i5
1

16p2

k

vd

e22nz0

z0
2 . ~C15!

Dividing the extinction in Eq.~C14! with the incident inten-
sity on the object Eq.~C15!, we obtain the extinction cross
section of the object in the infinite unbounded lossy media,

sT~z!5
4p

k2 I$S~0,0;0,0!%e22nz. ~C16!

Equation~C16! shows that a measurement of the cross sec-
tion of an object in a lossy medium will be smaller than in a
lossless medium. To obtain the true cross section of the ob-
ject, independent of the medium, we have to correct for ab-
sorption in the lossy medium.

APPENDIX D: EXTINCTION FORMULA
FOR SCATTERING IN A STRATIFIED WAVE GUIDE
CALCULATED USING A CONTROL SURFACE
THAT ENCLOSES THE OBJECT

Let the control surface be a semi-infinite cylinder of
radiusR with a cap at the sea surface wherez52D, similar
to that defined in Sec. III. The axis of the cylinder is parallel
to the z axis and passes through the object centroid. The
source is located atr05(2x0,0,z0), and we assume thatR
!x0 .

As discussed in Sec. III, the sea has a pressure-release
surface where both the incident and scattered fields vanish.
The contribution of the interference flux through the cap at
the sea surfacez52D is zero. We need only integrate the
interference flux in Eq.~A9! over the curved surface of the
cylinder to obtain the extinction caused by the object.

Using Eqs.~1!, ~2!, ~3!, and ~A2!, the first term in the
integrand of Eq.~A9! on the curved surface of the cylinder,
R5(x,y,z) is

V i* Fs5
i

d~z!d~z0!d~0!2vk (
l 51

`

(
m51

`

(
n51

`

ul* ~z0!um~z!F ]

]z
ul* ~z!iz2 i j l* ul* ~z!ixGe2 iR$j l %~x01x!

Aj l* x0

eiR$jm%R

AjmR

3@Nm
2eiR$gm%DAn~r0!S~p2am ,f;an,0!2Nm

1e2 iR$gm%DAn~r0!S~am ,f;an,0!

2Nm
2eiR$gm%DBn~r0!S~p2am ,f;p2an,0!1Nm

1e2 iR$gm%DBn~r0!S~am ,f;p2an,0!#e2I$j l %x0e2I$gm%D. ~D1!

In the above expression, the terms representing absorption by the wave guide have been factored out explicitly to avoid
confusion when conjugating the fields and also to keep track of absorption losses due to the wave guide. SinceR!x0 , the
expansionur2r0u5x01x was used in the terms that determine the phase of the integrand while the approximationur2r0u
'x0 was used in the spreading and absorption loss factors. We ignore the absorption loss terme2I$j l %R since it is small
compared toe2I$j l %x0.

Next we integrate Eq.~D1! over the curved surface of the cylinder. An area element on the surface of the cylinder is
dS5 irR df dz. We use the orthorgonality relation in Eq.~4! between the modesul* (z) andum(z) to integrate Eq.~D1! over
the semi-infinite depth of the cylinder in the wave guide. This reduces the triple sum over the modes to a double sum,

R R
C
V i* Fs•dS5E

0

2pE
2D

`

V i* Fs• irR dz df

5
1

d~z0!d~0!2vk (
m51

`

(
n51

` jm*

ujmuAx0R
um* ~z0!eiR$jm%Re2 iR$jm%x0

3H E
0

2p

@Nm
2eiR$gm%DAn~r0!S~p2am ,f;an,0!2Nm

1e2 iR$gm%DAn~r0!S~am ,f;an,0!

2Nm
2eiR$gm%DBn~r0!S~p2amf;p2an,0!1Nm

1e2 iR$gm%DBn~r0!S~am ,f;p2an,0!#

3e2 iR$jm%R cosf cosfR dfJ e2I$jm%x0e2I$gm%D. ~D2!

The integral involvingf can be evaluated using the method of stationary phase. There are two stationary phase points
corresponding to the forward azimuthf50, and the back azimuthf5p. Applying the result of the following stationary phase
integration over the azimuth anglef,
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E
0

2p

S~p2am ,f;an,0!e2 iR$jm%R cosf cosf df5A 2p

R$jm%R
eip/4@e2 iR$jm%RS~p2am,0;an,0!

1 ieiR$jm%RS~p2am ,p;an,0!#, ~D3!

to Eq. ~D2!, the integration of the first term in Eq.~A9! over the curved surface of the cylinder in the wave guide becomes

R R
C
V i* Fs•dS5

1

d2~z0!d~0!4vk

1

x0
(

m51

`

(
n51

` jm*

ujmuAR$jm%jn

um* ~z0!un~z0!eiR$jn2jm%x0

3~ i @Nm
2Nn

2eiR$gm1gn%DS~p2am,0;an,0!2Nm
1Nn

2eiR$2gm1gn%DS~am,0;an,0!

2Nm
2Nn

1eiR$gm2gn%DS~p2am,0;p2an,0!1Nm
1Nn

1eiR$2gm2gn%DS~am,0;p2an,0!#

2eiR$2jm%R@Nm
2Nn

2eiR$gm1gn%DS~p2am ,p;an,0!2Nm
1Nn

2eiR$2gm1gn%DS~am ,p;an,0!

2Nm
2Nn

1eiR$gm2gn%DS~p2am ,p;p2an,0!1Nm
1Nn

1eiR$2gm2gn%DS~am ,p;p2an,0!# !

3e2 iI$jm1jn%x0e2I$gm1gn%D. ~D4!

Similarly, we can evaluate the second term in Eq.~A9! which gives

R R
C
Vs* F i•dS52

1

d2~z0!d~0!4vk

1

x0
(

m51

`

(
n51

` jm*

ujmuAR$jm%jn*
um~z0!un* ~z0!e2 iR$jn2jm%x0

3~ i @Nm
2* Nn

2* e2 iR$gm1gn%DS* ~p2am,0;an,0!2Nm
1* Nn

2* e2 iR$2gm1gn%DS* ~am,0;an,0!

2Nm
2* Nn

1* e2 iR$gm2gn%DS* ~p2am,0;p2an,0!1Nm
1* Nn

1* e2 iR$2gm2gn%DS* ~am,0;p2an,0!#

2e2 iR$2jm%R@Nm
2* Nn

2* e2 iR$gm1gn%DS* ~p2am ,p;an,0!2Nm
1* Nn

2* e2 iR$2gm1gn%DS* ~am ,p;an,0!

2Nm
2* Nn

1* e2 iR$gm2gn%DS* ~p2am ,p;p2an,0!1Nm
1* Nn

1* e2 iR$2gm2gn%DS* ~am ,p;p2an,0!# !

3e2I$jm1jn%x0e2I$gm1gn%D. ~D5!

We then sum Eqs.~D4! and ~D5!, taking only the negative of the real part of the sum following Eq.~A9!. This leads to
the range dependent extinctionE(Rur0) of the incident field in a wave guide due to an object at the origin measured by a
cylinder of radiusR centered on the object with source atr0 ,
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~D6!

After comparing the expression for the extinction calculated using the control surface method Eq.~D6!, with that obtained
using the Van de Hulst screen method Eq.~13!, we see that they are identical only in the perfectly reflecting waveguide where
I$jm%50. If the absorption loss in the waveguide is small, we can neglect the second term in Eq.~D6! and the resulting
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expression will be similar to Eq.~13!. The differences in Eqs.
~13! and~D6! arise because of absorption loss in the medium
and also because we integrate the energy fluxes over differ-
ent surfaces in the two methods.

The Van de Hulst screen method is of more practical use
because it represents the type of measurement that can be
made with a standard 2D planar or billboard array. A control
volume measurement, on the other hand, would be very dif-
ficult to implement since it would require an array that com-
pletely encloses the object.
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In the low-kilohertz frequency range, acoustic transmission in shallow water deteriorates as wind
speed increases. Although the losses can be attributed to two environmental factors, the rough sea
surface and the bubbles produced when breaking- or spilling waves are present, the relative role of
each is still uncertain. For simplicity, in terms of an average bubble population, the time- and
space-varying assemblage of microbubbles is usually assumed to be uniform in range and referred
to as ‘‘the subsurface bubble layer.’’ However the bubble population is range- and depth-dependent.
In this article, results of an experiment@Westonet al., Philos. Trans. R. Soc. London, Ser. A265,
507–606~1969!# involving fixed source and receivers, and observations during an extended period
of time under varying weather conditions are re-examined by exercising a numerical model that
allows for the dissection of the problem. Calculations are made at 2- and 4-kHz. It is shown that at
these frequencies and at wind speeds capable of generating breaking waves the main mechanism
responsible for the excess loss in the shallow-water waveguide is the patchy nature of the subsurface
bubble field. Refraction and attenuation within the pockets of high void fraction are minor
contributors to the losses. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1414883#

PACS numbers: 43.30.Hw, 43.30.Dr, 43.30.Re@DLB#

I. INTRODUCTION

It is a well-known fact that acoustic propagation in shal-
low water deteriorates as the wind speed increases. However,
it is not yet clear which is the dominant mechanism respon-
sible for the increase in the transmission loss. In an earlier
paper Weston and Ching~1989! addressed the problem in the
low-kHz range~0.870 to 4.44 kHz! with reference to an ex-
periment carried out in the shallow waters off the Bristol
Channel~Westonet al., 1969!. The experiment is one of the
few reported in the open literature involving fixed source and
receivers and observations during an extended period of time
under varying weather conditions. Weston and Ching re-
viewed the possible mechanisms involved in producing the
high attenuation and fluctuations, namely surface waves,
swell, wind-induced bubbles, hail, and fish shoals. Although
they considered entrained air bubbles ‘‘second in line to the
throne,’’ scattering at the sea surface being the first, they
found the effect difficult to model and therefore their analy-
sis was somewhat inconclusive. In a subsequent paper
Weston~1989! went deeper into the analysis of the possible
role of entrained bubbles. He attempted a study of the theo-
retical expectations and focused on the two main compo-
nents, surface roughness and entrained bubbles. His analysis
included bubble-induced refraction, attenuation, and surface
decoupling~Lloyds’ mirror effect!. These latter effects were
considered assuming a flat surface. The estimation of the
losses due to surface roughness was based on previous the-
oretical treatments and treated separately from the bubble
environment. Weston concluded for this particular experi-
ment that surface roughness is the predominant mechanism

responsible for the loss, whereas bubbles are probably sig-
nificant but the junior partner, and fish shoaling were respon-
sible for additional special effects.

Although full of physical insight, the theoretical treat-
ment was carried out in a heuristic manner treating surface
and bubbles separately. Weston made that limitation clear
and pointed out~and emphasized! that both effects should be
treated together. He also stated that the bubbles should even-
tually be considered with due regard to the patchy formation
they present at sea~or bubble clouds as described by Thorpe,
1982! and not as a uniform layer as assumed in his analysis.
Weston concluded that in his analysis there was sufficient
uncertainty in the specification of the bubble population and
in the applicability of the theory; bubbles could still in prin-
ciple be the main cause of the wind-induced losses.

The uncertain findings on the role of bubbles in
Weston’s work is in stark contrast to the conclusions by
Schneider~1987! for roughly the same low-kHz region. In an
attempt to explain the enhancement in transmission loss in-
duced by breaking waves observed in another shallow-water
experiment~Wille et al., 1987!, Schneider carried out an
analysis on results from a heuristic model. This model, based
on stochastic ray tracing, assumes a uniform bubble layer
and accounts for only resonant bubbles. Schneider concluded
that transmission losses under breaking-wave conditions in
shallow water could be successfully modeled if both attenu-
ation due to resonant bubbles and scattering at the rough sea
surface are taken into account. Therefore, the matter of the
relative role of bubbles and surface roughness in shallow-
water propagation begs for clarification.

Today, highly accurate numerical models are available
that allow us to revisit the problem in which bubbles and
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surface roughness are treated together and coherently within
the propagation algorithm, including the patchy nature of the
bubble field. The model adopted in this article handles re-
fraction and scattering as well as the additional bubble-
induced attenuation, with due regard to off-resonance
bubbles. In addition, since it is a numerical solution to the
wave equation the Lloyd’s mirror effect or surface-
decoupling effect~Weston, 1989! is implicitly included with
due regard to surface roughness. Details of the specific envi-
ronment of the experiment of reference are not available to
reproduce it in detail. Therefore, in this work a shallow-
water environment consisting of the same depth and range of
wind speeds as in the experiment is considered. The water
mass was close to isothermal during most of the experiment,
so as a compromise an isovelocity profile has been adopted
in this study. The geoacoustic model for the bottom is based
on the basic information provided by Westonet al. ~1969!.
The objective is to determine the relative influence of two
main factors~bubbles and surface roughness! on the trendof
the transmission loss and not to reproduce the absolute val-
ues for the losses of the particular experiment. Although re-
sults are presented for 2 and 4 kHz, the bulk of the analysis
is carried out at 2 kHz. This frequency is representative of
the band examined in Weston’s data~0.3–4.44 kHz!, since
the threshold for resonances from individual bubbles is about
4 kHz ~which corresponds to the largest bubbles found in
bubble clouds in a significant number!. Resonances from in-
dividual bubbles could bring in other mechanisms~such as
multiple scattering among bubbles! not included in the cur-
rent modeling effort. There are three main modeling aspects
to the work presented in this paper. First, a model is adopted
for the simulation of a spatially varying, temporally ‘‘frozen’’
bubbly environment@Novarini et al. ~1998!#. It is largely
based on Monahan’s~1988! description for the stages of evo-
lution of a type of bubble clouds, the bubble plumes. A brief
description of the model is presented in Sec. II. Once the
bubbly environment is simulated, another model based on
standard approximate theory for propagation through bubbly
media~Clay and Medwin, 1977! is used to replace the bub-
bly environment with an acoustically equivalent fluid me-
dium with a perturbed sound speed and the associated attenu-
ation ~i.e., a complex index of refraction!. Once the effective
complex index of refraction of the bubbly medium is known,
propagation in the presence of a rough surface is modeled
with an algorithm developed by Nortonet al. ~1995!
~EFEPE-CM!. This hybrid model combines the split-step
Padésolution for the finite-element parabolic equation~PE!
method~Collins, 1993! with a conformal mapping algorithm
~Dozier, 1984! which locally flattens each segment of the
rough sea surface. Details of this model are presented in Sec.
III. The combination of PE with conformal mapping has
proven to produce results on surface scattering that match
benchmark solutions. At this point it should be noted that the
propagation model used is a two-dimensional model, with
range and depth being the two coordinates. The environment,
though, is four-dimensional~three spatial and one temporal!.
However, limiting ourselves to investigating the forward-
propagated field, the PE method of solving the wave equa-
tion has been shown to give reliable and accurate results.

Time evolution will not be considered. Consistent with the
PE model, the surface roughness is assumed 1D, which im-
plies long created surfaces. This is an appropriate approxi-
mation since in forward scattering the losses are mainly con-
trolled by the rms surface height and not the spectral
distribution. Along the same line, young bubble plumes are
also three-dimensional. The footprint at the surface is the
foam patch created by the breaking wave. It is usually de-
scribed as a rectangular patch. In a way of averaging the
relative orientation when taking the slice of the elongated
plume for the modeling, we chose as its length the so-called
‘‘characteristic length,’’ defined as the square root of the area
~Ding and Farmer, 1994!.

Each component of the model has been tested separately,
verifying the validity and robustness of the algorithm used.
All inputs for the propagation model were well within the
numerical limits.

While the modeling presented in this study is determin-
istic, i.e., for single realizations of a bubbly environment and
a wind-driven sea surface, the statistical moments of the
acoustic field are obtained through ensemble averages. The
ability to introduce sea-surface roughness and bubble clouds
together within a propagation model in a mathematically
consistent manner provides a unique opportunity: it allows
for the investigation of the magnitude of their individual con-
tributions to forward propagation by including/removing the
rough surface, bubble plumes, or both. Since the objective of
this work is to determine therelative influenceof bubbles
and surface roughnesson the trendof the total forward-
propagated field and not to reproduce the absolute values for
the losses of the particular experiment, the use of a two-
dimensional modeling is sufficient.

II. THE RANGE-DEPENDENT BUBBLY ENVIRONMENT

In a paper revealing the patchy nature of the bubble
layer, Thorpe~1982! observed that the aggregates of bubbles
occur in the form of clouds. He identified the bubble clouds
as one of two types: columnar clouds and billow clouds. The
columnar type~also referred to as ‘‘plumes’’ because of their
shape! appears to be roughly V-shaped, decreasing in width
with depth ~Crawford and Farmer, 1987!. This is the type
described by Monahan~1988, 1993! and modeled here.
Monahan discretized the time evolution of a bubble plume
into three stages, which he labeleda, b, g, and associated
two of them with two stages of whitecaps~type A: crest of
the spilling breaker; type B: foam patch!. Table I lists the
main characteristics~void fraction and length at the surface,
e-folding depth, and typical density at 100-mm bubble ra-
dius! of the bubble formations considered. Thea plumes are
the subsurface extension of the spilling crest and therefore
are associated with type A whitecaps.

These plumes have the highest void fractions~order of
1021– 1022!, but are very small in size and have a very short
lifetime ~less than 1 s!. The whitecap type A evolves into a
foam patch~whitecap type B! and associated with them are
the b plumes ~void fraction about 1023 to 1024!. The b
plumes, which are attached to the foam patch, are bigger
than thea plumes and have a longer lifetime~about 4 s!. The
b plume then detaches from the foam patch and evolves into
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a g plume. Theg plume has a lower void fraction, larger
dimension, and a longer lifetime than theb plume~see Table
I for numerical specifications!. Theb plume drifts freely and
may be affected by circulation processes~such as Langmuir
cells!. The g plumes then decay into a weak, quasiuniform
background layer. Both theb plumes and theg plumes are
modeled as conical intrusions with cross section decreasing
exponentially with depth. At any given time, under condi-
tions where breaking waves are occurring, there is always a
collection of plumes in different stages of development.
Based on Monahan’s descriptions, previous parametrizations
of bubble population and results from at-sea measurements,
Novarini et al. ~1998! set forth a model for the bubble dis-
tribution of theb plumes,g plumes, and uniform~in range!
background layer.

In the adopted model of the bubble plumes, theb
plumes, g plumes, and background layer share the same
spectral form at small radii~smaller than about 50mm!. For
larger radii the spectral slope for theb plumes is smaller
than those for both theg plume and background layer. Also,
for both theg plumes and background layer the slope for
large radii becomes depth dependent. For each class the
bubble concentration at a given radius and the overall void
fraction of the plume are different~for a detailed description
of the spectral forms see Novariniet al., 1998!. Because of
the lack of sufficient information on bubbles in shallow wa-
ter, we adopted this model for the bubbly environment in the
region of interest, which under the oceanographic viewpoint
can be classified as intermediate water~Kinsman, 1965!.

As mentioned earlier, another mechanism believed to be
responsible for bubble transport both down from the sea sur-
face and back up to the sea surface in an organized manner is
through an upper-ocean circulation mechanism known as
Langmuir cells ~Thorpe, 1984!. There is strong evidence
that, when present, the Langmuir circulation will affect the
spatial distribution of bubble clouds~Zedel and Farmer,
1991!. In the region of convergence of Langmuir cells the
concentration of already existing bubbles created by break-
ing waves~like those in theg plume and background layer!
increases, creating vertical bands of bubbles, quasiperiodi-
cally spaced. However, Langmuir cells are not always
present, while the downward transport induced by the orbital
motion of the surface waves is always acting. In this work
the effect of the Langmuir cells is not included.

To complete the picture it is necessary to specify the
relative location of the plumes, their size, and geometrical
aspect. Since the acoustic modeling will be carried out in two

dimensions~range and depth!, we will limit ourselves to the
two-dimensional description of the plumes. Assuming the
separation of theb plumes is equal to that of the whitecaps,
it can therefore be obtained from the spacing between break-
ing waves. In this case we take the mean spacing between
active breaking crests as determined by Ding and Farmer
~1994!. The regression line of their Fig. 13~d! for the mean
spacing,Sb , is given by

Sb519.94u10
0.27, ~1!

whereu10 is the wind speed in m/s at a height of 10 m above
the sea surface.

In the case of theb plumes the footprint at the surface is
the foam patch created by the breaking wave. It is usually
described as a rectangular patch~Bondur and Sharkov,
1982!. In a way of averaging the relative orientation when
taking the slice of the elongated plume for the modeling, we
chose as its length the so-called ‘‘characteristic length’’ de-
fined as the square root of the area~Ding and Farmer, 1994!.
Therefore, the equivalent length~m! of the b plume at the
surface is taken asLb(0)5(Ap)1/2, whereAp ~the area, in
m2, of the foam patch! can be estimated from

Ap517.010.0307~u1025.0!2. ~2!

The area of the plume decays exponentially with depth and
so too does the equivalent depth. The e-folding constant is
given bydb50.0123u10

2 /5.9 ~Novarini et al., 1998!.
The g plumes have a much longer lifetime than the

originating breaking wave. They drift around and can be
found almost everywhere. For practical purposes it can be
assumed that close to the surface they are contiguous to each
other. From Monahan’s parametrization, the area of theg
plume at the surface can be estimated to be about 9 times
that of theb plume; hence, its equivalent length at the sur-
face is 3 times that of the 1Db plume. The area of theb
plume is assumed to decay exponentially with depth.

Since we are interested in the ensemble average of the
acoustic intensity, it is necessary to introduce statistical
variations in the description of the plumes. These fluctua-
tions in spacing, size, and concentration also eliminate spu-
rious effects that may be introduced by a strict periodicity
that should not occur in a natural environment. For example,
within each bubble plume class~g plume, b plume! the
bubble concentration will change from plume to plume, the
e-folding depth will fluctuate, the size of the foam patch will
change, and the spacing between plumes will also be ran-
domly distributed. This was accomplished by adopting
Gaussian and uniform deviations with different variances.

Once the bubble distribution is known as a function of
depth and range, the corresponding sound-velocity field in
the effective medium~and thus the effective wave number! is
calculated with due regard to both resonant and off-
resonance bubbles~see the Appendix for details!. Modeling
bubble plumes results in a range- and depth-dependent com-
plex sound velocity. This complex sound-velocity field is
then used within the parabolic wave equation.

TABLE I. Main characteristics of the bubble formations considered at a
wind speed of 11 m/s.

b plume g plume Background layer

Horizontal length~m! (@z50) 4 12 ¯

e-folding depth~m! 0.25 1.2 0.8
Spectral density~m23mm21!
(@a5100mm)

105 103 100

Void fraction (z50) 1024 1026 1028

DC(z50, f 52 kHz) ~m/s! 980 15 1
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III. MODELING PROPAGATION IN AN OCEAN
WAVEGUIDE WITH A ROUGH SEA SURFACE

A numerical algorithm that allows for range-dependent
calculations in the presence of surface roughness has been
implemented by Nortonet al. ~1995! ~EFEPE-CM!. The al-
gorithm combines the split-step Pade´ solution for the finite-
element parabolic equation method~Collins, 1993!, ~EFEPE!
with a conformal mapping technique, originally set forth by
Dozier ~1984!, that locally flattens a rough sea-surface seg-
ment. The resulting model, which shares the flexibility of PE
to handle arbitrary environments, has been shown to produce
benchmark-quality results for the sea-surface forward scat-
tering problem~Norton and Novarini, 1996!.

The method has been applied to study the effect of sea-
surface roughness on low-frequency propagation in deep wa-
ter ~Norton and Novarini, 1998! and for the case of a point
source in a realistic shallow-water waveguide~Norton and
Novarini, 1996!. In the latter study it was found that when
using a point source where strong upward-refracting condi-
tions exist~which will be the case when plumes are present!,
coherence effects and energy redistribution cannot be ig-
nored. Additionally, it was confirmed that the results ob-
tained from a simple procedure, which attempts to incorpo-
rate the effect of the surface roughness through a loss
mechanism, are in error.

Although the current paper focuses on the combined ef-
fect of sea-surface roughness and bubble plumes, it should
be made clear that in this simulation the bubble plumes are
uncoupled from the rough surface. In reality, a young bubble
plume ~b plume in this paper! is originally attached to a
breaking wave. However, as explained elsewhere, the nu-
merical surfaces do not actually include breaking waves
since they are created through a linear filtering technique.
Therefore, in the present modeling effort theb plumes are
positioned under arbitrary features of the surface relief, since
the sharp breaking crests are not included. The lack of break-
ing waves should not affect the forward-scattered field that is
mainly controlled by the rms surface height and by the long
surface waves that are adequately included in the surface
spectrum. However, it should be pointed out that in the cur-
rent modeling the plumes~b or g! are attached to the surface
profile and not to an imaginary average flat plane.

The rough surfaces were generated by a linear filtering
technique~Caruthers and Novarini, 1971!. A set of random
numbers~1D white surface! is passed through a filter whose
transfer function~in the wave-number domain! is given by
the square root of the desired power density spectrum of the
output surface. In this case we chose the Pierson–Moskowitz
~1964! spectrum for a fully developed wind-driven sea sur-
face. It is a nondirectional spectrum suitable for the adopted
2D propagation model. Note that when converting a nondi-
rectional frequency spectrum to a 1D wave-number spec-
trum, all the energy of the wave system goes in the wind
direction. The spectral form for the power density spectrum
is given by

S~K !5
a

4uKu3
expF2

bg2

uKu2u4G ~m2s2!, ~3!

whereK is the wave number in rad/m,u the wind speed in
m/s,g59.81 m s22, b50.74, anda50.0081. Other choices
could have been made to simulate the rough surface. For
example, if the surfaces were assumed to be directional 2D
surfaces with a Pierson–Moskowitz spectrum and slices are
extracted from them, the spectral form will decay asK24.
Although resonant scattering from the longer waves play a
role near the specular direction, the rms height of the surface
~which remains invariant! is still the predominant cause of
scattering in the specular direction, which is associated with
modal attenuation.

IV. NUMERICAL EXPERIMENTS

A. The environment

In order to re-examine Weston and Ching’s analysis of
the relative influence of bubbles and sea-surface roughness
on shallow-water propagation, we need to simulate a set of
shallow-water acoustic runs similar to those used in their
analysis @see Weston and Ching~1989!, and references
therein for details#. To that end we have adopted a shallow-
water waveguide of 39-m constant depth with a flat, fast
bottom. Table II shows the environmental and model param-
eters used in the simulations. In the absence of bubbles the
water mass is isovelocity. Two frequencies were considered,
2 and 4 kHz, and wind speeds~at a height of 10 m! of 5, 6,
7, 9, and 11 m/s.

The PE runs require adequate spatial sampling and an
expanded numerical grid~in depth! to avoid spurious effects.
The inclusion of the bubbles and the rough sea surface also
imposes a requirement on the sampling intervals to properly
resolve the 2D characteristics of the bubble clouds and the
1D structure of the deterministic rough sea surface. For the
cases considered, the sampling increments areDr 50.1 m
and Dz50.05 m. A sediment half-space is assumed with a
ramping attenuation increasing towards the end of the nu-
merical grid to avoid reflections.

B. Results

For each frequency and wind speed, 20 surface realiza-
tions were used to obtain the ensemble average. This number
was shown to be sufficient to produce a total field (PP* )
consisting of the incoherent part only. That is, the coherent
part was sufficiently removed from the total. The data to be
compared is loss versus wind speed. Following Weston and
Ching ~1989!, the reference level used from which to mea-

TABLE II. Environmental ~bubble free! and model parameters used for
simulations.

Depth ~m!
Sound

speed~m/s! Density ~g/cc!
Attenuation

~dB/l!

0.000 1500.0 1.0 0.0
39.00 1500.0 1.0 0.0
39.05 1836.0 2.0 0.5
80.00 1836.0 2.0 0.5

120.0 1836.0 2.0 10.0

Padè Range step~m! Depth step~m!

6 0.1 m 0.05 m
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sure the attenuation as the wind increases is the mean signal
level at 5 m/s, for both the data and the simulated response.
The data~average attenuation! were taken during May–June
in 1969. This data set was selected because it contains data
for the highest frequency~4 kHz! considered. The propaga-
tion path length was 23 km. Figure 1 depicts the comparison
between data and simulation for the 2- and 4-kHz frequen-
cies. The filled dots are data and the open dots are the simu-
lated response. The three solid lines are based on the follow-
ing numerical expression for the total dB attenuation
presented by Weston and Ching:

aE54.9431024f 1.560.1W460.3, ~4!

wheref is frequency in kHz andW is wind speed in m/s. The
extremes of the exponents result in the two extreme curves
found in each figure. Good results were obtained for both 2-
and 4 kHz.

Even though the simulation compares well to the data,
understanding what physical mechanism~s! is ~are! actually
responsible for the loss is hidden in the result. Therefore, the
question now becomes why do the simulated data agree as
well as they do? Referring to the original paper by Weston
and Ching~1989! and specifically to their Fig. 5, which de-
picts the dependence of averaged signal attenuation on wind

speed for May–June 1969, it is apparent that the data below
1 kHz have a different shape than for frequencies above 1
kHz. This suggests that either different physical mechanisms
are responsible for the attenuation at the different frequen-
cies, or that the same mechanisms are responsible but their
relative importance is different. With this in mind we turned
our attention to the very good agreement between data and
modeling results at 2 kHz, since there are more data to com-
pare. An understanding of such an agreement can be
achieved by dissecting the results of the modeling into its
different components. We begin by ignoring the bubbles and
include only the effects from a rough surface. These results,
at wind speeds 7, 9, and 11 m/s, are compared to those ob-
tained when a rough surface and the associated bubble
plumes are both included~Fig. 2!. As expected, when the
wind speed decreases the bubble plumes have a smaller ef-
fect on the field. If bubbles are not included~only surface
roughness considered!, comparison with data deteriorates
~Fig. 3!. Note, however, that at low wind speeds the rough
surface alone suffices to account for the losses. Note also that
the trend of the simulated results does not follow the data.
Obviously, the plumes have a deep impact on the modeled
results, implying that the rough surface alone is not respon-
sible for the observed loss in the measured data. The bubble
plumes are working in conjunction with the rough surface to
provide the observed losses.

The question now is to what extent is the patchiness of
the bubble ‘‘layer’’ responsible for the extra loss? To answer
this question, results that were obtained for the range-
dependent bubble field will be compared with those obtained
assuming a range-averaged~range-independent! but depth-
dependent bubble layer. The latter bubble field was obtained
by averaging the sound speed in range at each depth incre-
ment. Three wind speeds selected were 7, 9, and 11 m/s.
Figure 4 portrays these results. As the wind speed increases
so does the difference between the two cases. This indicates
the importance of the range-dependent nature of the bubble
field as compared to the range-independent case.

If indeed the range dependence of the bubble field is
important, then the next question is, since the range-
dependent field is composed of pockets of bubbles generat-
ing areas of high void fraction labeled asb- andg plumes,
which one of these has the major impact on the acoustic
field? To address this question we next look at the impact
that a single class of plume~b- andg plume! alone has on
the total propagated field. Figure 5 shows the total acoustic
field expressed in dB for four different environments. First,
the case when the full plume’s representation and rough sur-
face is used, second whenb plumes only and a rough surface
is used, third wheng plumes only and a rough surface is
used, and finally when only a rough surface is used. It is
obvious from Fig. 5 that theb plume provides the dominant
mechanism that attenuates the field since it shows nearly as
much loss as the full-plume case. Theg plume affects the
field very little, as can be seen in the figure.

Knowing that theb plume is responsible for the loss, we
investigate a dependence of the losses on the plume spacing.
Plume spacing is related to the spacing between foam
patches, since, as explained elsewhere, in Monahan classifi-

FIG. 1. Comparison of transmission loss versus wind speed at a range of 23
km. ~d data,s simulated!. Surface roughness and bubble plumes included
in the modeling. Attenuation relative to that observed for a wind speed of 5
m/s. ~a! 2 kHz; ~b! 4 kHz.
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cation of the plumes, theb plumes are attached to the foam
patches from the active breaking waves. In the current
method for determining the spacing~Ding and Farmer,
1994!, the spacing of active breaking waves~and so of foam
patches and correspondingb plumes! increases with increas-
ing wind speed, resulting in fewerb plumes occupying a
given propagation distance as the wind increases. An alter-
native description is that proposed by Wu~1992!. Wu deter-
mined that the spacing between whitecaps decreased with
increasing wind speed. This leads to a larger number ofb
plumes along the path. The new spacing is given by

Sb5237.0u10
21.07. ~5!

Adopting this new spacing betweenb plumes leads to

approximately 40% moreb plumes over the same propaga-
tion distance for a given wind speed.

This radical difference in the two expressions for the
spacing stems from the fact that Ding and Farmer~1994!
assumed the spacing between foam patches is controlled by
the dominant wavelength of the surface spectrum, with in-
creases with wind speed.

On the other hand, Wu~1992! derived his equation from
direct observations of whitecap coverage, which leads to a
b-plume spacing inversely proportional to the wind speed.
Direct observation of whitecap coverage may include both
active whitecaps and foam patches not attached to active
breaking waves. Those patches are not expected to contribute
to bubble injection and therefore no plume will be attached
to them. A clear discussion of the subject in connection with
bubble clouds is still lacking in the literature.

A comparison of the resulting forward-propagating field
based on the two different plume spacings is depicted in Fig.
6. Results for 5- and 7-m/s wind speed are nearly identical
and thus are not shown. At 5 m/s the original spacing al-
lowed for approximately 200 moreb plumes than the new
spacing, while at a wind speed of 7 m/s the original spacing
allowed for approximately 90 fewerb plumes than the new
spacing. At these low wind speeds theb plumes do not have
a large effect on the forward field. There is a noticeable
difference between the two results for a wind speed of 9 m/s.
At this wind speed, the originalb-plume spacing allowed for
approximately 360 fewerb plumes than the new spacing,
while for a wind speed of 11 m/s the originalb-plume spac-
ing allowed for approximately 600 fewerb plumes compare
to the new spacing. For ranges in excess of 15 to 20 km, the
results obtained are not as sensitive to plume spacing as they
were at shorter ranges. This is due to the fact that the
forward-propagated field has suffered many interactions with
the surface and consequently with the underlying bubble
field. This interaction removes energy propagating at these
angles, resulting in an acoustic field that is composed of
energy mainly propagating at angles closer to the horizontal,
resulting in fewer surface interactions.

FIG. 2. Comparisons of results using rough surface with bubble plumes and
rough surface alone.~a! 7-m/s wind speed;~b! 9-m/s wind speed;~c! 11-m/s
wind speed.

FIG. 3. Comparison of transmission loss versus wind speed at a range of 23
km at 2 kHz.~d data,s simulated!. Only surface roughness is included in
the modeling.
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V. ROLE OF INTERVENING MECHANISMS

Obviously, theb plume is the entity responsible for the
loss observed in the data/simulation comparisons of Fig. 1.
The question now becomes, which mechanism is responsible
for the loss? That is, is the loss mechanism attenuation,
scattering/diffraction, or refraction at theb plumes? The
easiest loss mechanism to inspect is the attenuation. There is
experimental evidence that depending on frequency and
wind speed, young, short-lived bubble plumes may produce
significant attenuation within the plume and the consequent
screening of the overlying surface~Herwig and Nutzel,
1989!. For the adopted model for the bubble environment, at
2 kHz and an 11-m/s wind speed, the attenuation at the sur-
face within ab plume is 5.6 dB/m and decreases to 2.7 dB/m

3 m below the surface~bottom of the plume!. Since we per-
form a numerical calculation, the imaginary part of the index
of refraction in the water column due to bubbles can be set to
zero, resulting in a medium that imparts no attenuation. This
result can be compared to the more accurate representation
that includes the imaginary part. The results~not shown since
they lie virtually on top of one another! indicate that attenu-
ation at 2 kHz does not play an important role in forward
propagation. This is understandable since the losses should

FIG. 4. Comparisons of the effect of a range-averaged and a range-
dependent bubble field at 2 kHz.~a! 7-m/s wind speed;~b! 9-m/s wind
speed;~c! 11-m/s wind speed.

FIG. 5. Relative effect of theb plumes andg plumes acting in conjunction
with the surface roughness atf 52 kHz andu511 m/s.

FIG. 6. Effect ofb-plume spacing on the transmission loss at a frequency of
2 kHz. ~a! 9-m/s wind speed;~b! 11-m/s wind speed.
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be proportional to the overall distance traveled within the
plumes and they are highly localized and sparsely distributed
in range.

A rather simple numerical experiment is now presented
that will help in determining whether the loss mechanism is
scattering/diffraction or refraction. The experiment involves
using only threeb plumes attached to a flat surface. These
three plumes are placed starting at approximately 1 km in
range and spaced approximately every 20 meters. The total
forward field is then calculated in range and depth. The
plumes are then removed and the complex field once again
determined. The two complex pressure fields are subtracted
and the intensity of the difference is determined and ex-
pressed in dB. Figure 7~a! depicts this difference in the two
fields. Notice that the plume locations are easily observed.
The forward field of each plume shows an enhancement but
it is not clear if this enhancement is due to refraction inside
the plume or scattering at the plume. Utilizing the sound
speeds associated with theb plumes, one can determine the
maximum depth and range excursion for each plume. Once
this is determined, a surface can be constructed that mimics
the depth and range excursions of theb plumes, i.e., dupli-
cates their outer contour. The surface is flat everywhere else.
Utilizing this equivalent ‘‘rough surface’’ on the bubble-free
medium, the total forward field can be determined and the
resulting complex field is subtracted from the field without
the rough surface. The resulting complex field is converted to
intensity, expressed in dB and is depicted in Fig. 7~b!. This
resulting field is due totally to scattering/diffraction effects.
Comparing this result to that of Fig. 7~a!, marked similarities

between the two fields can be observed. The forward field
associated with each plume shows an enhancement similar to
that of Fig. 7~a!, thus indicating that scattering from the
plumes is the major loss mechanism.

VI. CONCLUSIONS

The relative role of bubbles and surface roughness on
the transmission loss associated with increasing wind speed
in shallow-water propagation in the low-kHz regime has
been examined. Even though model results were presented
for 2- and 4 kHz, with a detailed analysis being made of the
2-kHz result, the observed trends should be applicable to
frequencies from a few hundred Hz up to 4 kHz, since no
new mechanisms come into play within that frequency band.
Previously published results largely based on heuristic ap-
proaches with the bubble field represented as a range-
independent layer show contradictory results on the influence
of bubbles. Results from a 2D highly accurate numerical
model, which incorporates bubble clouds and surface rough-
ness in a coherent manner, indicate that the main mechanism
responsible for the excess loss in the shallow-water wave-
guide seems to be the patchy nature of the subsurface bubble
field. The refraction within the pockets of high void fraction
~theb plumes in the adopted description of the bubble field!
is a minor contributor to the losses. At the frequencies that
are considered in this work~2 and 4 kHz!, the attenuation
inside theb plumes has essentially no effect on the transmis-
sion loss. The spacing of theb plumes has shown to have a
big impact on the results. As more information becomes

FIG. 7. Field plot showing effect ofb plumes as scat-
terers.~a! Difference between the field due to threeb
plumes and that of a flat surface;~b! difference between
the field due to a rough surface outline of three
b-plumes and that of a flat surface.
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available on the distribution and evolution of bubble plumes,
further studies should dwell deeper into their role in shallow-
water propagation. Also, when true 3D propagation models,
capable of handling the full 3D nature of the environment,
including the rough sea surface, become available, the pos-
sible contributions from out-of-plane scattering from plumes
and surface should be evaluated.
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APPENDIX: SPECIFICATION OF AN EFFECTIVE
FLUID MEDIUM

The sound speed in a bubbly media can be characterized
by a complex number, the real part of which provides the
phase velocity and the imaginary part leads to the attenua-
tion. The effective complex sound speed in a bubbly mixture
(ceff) can be calculated as~Hall, 1989!

ceff
225@~12V!rW1Vrgas#@~12V!KW1DK#, ~A1!

whereKW is the compressibility of the water;r w and r g are
the densities of water and air, respectively,V is the fractional
volume occupied by bubbles, andDK is the complex com-
pressibility introduced by the bubbles.
From Clay and Medwin~1977!, DK is given by

DK~ f ,z!5
1

f 2rwp
E

amin

amaxn~a!a~Y2212 i d!

~Y221!21d2 da, ~A2!

with Y5 f r / f . The resonant frequencyf r of the bubbles and
the damping constantd are calculated with due regard to
thermal and viscous effects. The reader is referred to Clay
and Medwin~1977! for details and numerical values of the
parameters involved.

We will refer to the phase velocity that occurs in the
presence of the bubbles as the perturbed sound speedcb

which, is given by

cb5Re$ceff%, ~A3!

where Re denotes the real part, and the attenuation coeffi-
cient ~in dB/m! is given by

ab5S 20.0

ln~10.0! D ImH 1.0

ceff
J , ~A4!

where Im denotes the imaginary part.
For low void fractions (V!rgas/rw), say for void frac-

tions smaller than 1026, Eq. ~A1! can be simplified to

ceff
225c0

221DK. ~A5!

This approximation has been widely used for the ‘‘uniform
background bubble layer.’’ However, when dealing with void
fractions typical of theb plume Eq.~A1! should be used
instead of Eq.~A5!.

In the calculation ofceff , the maximum bubble radius at
the surface is set to 1000mm. We have assumed that the
maximum bubble radius decreases with depth in the manner
specified by Wu~1981!

amax~z!5amax~0!expS 2z

4.1D . ~A6!

The calculation ofceff includes the contribution from
bubbles of all radii~not just the resonant bubbles!, with due
regard to viscous and thermal effects. Multiple scattering be-
tween bubbles is ignored because, at the void fractions in-
volved in the simulation~less than 1024!, it has been shown
they have no significant effect on the complex sound speed
~Feuillade, 1995!.
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A perturbation model is developed for sound scattering by a poroelastic seafloor having roughness
small compared to the acoustic wavelength. The sediment is assumed to be homogeneous and
isotropic with wave propagation described by Biot’s equations. When applied to sandy sediments,
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I. INTRODUCTION

The Born approximation~first-order perturbation theory!
has been widely applied to sound scattering by rough sea-
floors with the sediment modeled either as a fluid1–5 or as an
elastic medium.6–14 The purpose of this paper is to extend
previous work to the more general poroelastic~Biot! case.
Poroelastic effects can substantially reduce the reflection co-
efficient of sandy sediments compared to the equivalent fluid
or elastic cases.15,16 Consequently, it is of interest to deter-
mine whether a similar reduction occurs in scattering due to
interface roughness.

For efficiency in presentation, the derivation will em-
ploy Ivakin’s method14 originally used for the elastic case,
and the treatment of Biot’s equations and parameters will be
patterned after Stoll and Kan.15 This article is organized as
follows. Section II defines the seafloor model, defining ma-
terial parameters, roughness statistics, Biot’s equations of
motion, and the boundary conditions that must be imposed at
the water–sediment interface. Section III summarizes the
zeroth-and first-order solutions of Biot’s equations, and gives
the main result, an expression for the bistatic scattering cross
section. Section IV compares the predictions of the Biot and
fluid models for reflection and scattering in sand; conclu-
sions and recommendations for future work are given in
Sect. V, and the details of the derivation are contained in the
Appendix.

II. SEAFLOOR MODEL

A. Scattering geometry

Figure 1 depicts the general physical situation to be con-
sidered. A rough interface described by the random function

x35z~R!, ~1!

separates a lossless, homogeneous fluid from a homoge-
neous, isotropic poroelastic sediment. In Eq.~1! and follow-

ing equations, the upper-case bold lettersR and K , with or
without subscripts, will denote two-dimensional transverse
position and wave vectors, respectively. All other bold letters
will denote three-dimensional vectors. Thus, the three-
dimensional position vector,r , is decomposed into its trans-
verse and vertical components as

r5~R,x3!, ~2!

where

R5~x1 ,x2!. ~3!

In the final expression for scattering cross section, inter-
face roughness will be described by the spectral density
function, W(K ), where K is the two-dimensional spectral
argument. This spectrum is normalized such that the double
integral over the horizontal wave vector components~over
both positive and negative values of the two components!
yields the mean-square relief relative to the mean seafloorx3

coordinate.

B. Biot theory

Following Stoll and Kan,15 potentialsFs , F f , Cs , Cf

will be defined giving the displacement vectors of the skel-
etal frameu and the pore waterU as

u5¹Fs1¹3Cs , ~4!

b~u2U!5¹F f1¹3Cf , ~5!

whereb is the sediment porosity. In terms of these potentials,
and assuming exp(2ivt) time dependence, Biot’s equations
are

H¹2Fs2C¹2F f52v2rFs1v2r fF f , ~6!
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C¹2Fs2M¹2F f52v2r fFs1
v2ar f

b
F f

1
ivFh

k
F f , ~7!

m¹2Cs52v2rCs1v2r fCf , ~8!

and

2 ivFh

k
Cf52v2r fCs1

v2ar f

b
Cf . ~9!

In these equations,a is the structure constant or tortuosity,h
andr f are the viscosity and mass density of the pore fluid,k
is the permeability, andrs is the sediment particle mass den-
sity. Other parameters appearing in these equations are

r5br f1~12b!rs , ~10!

H5~Kr2Kb!2/~D2Kb!1Kb14m/3, ~11!

C5Kr~Kr2Kb!/~D2Kb!, ~12!

M5Kr
2/~D2Kb!, ~13!

and

D5Kr@11b~Kr /K f21!#, ~14!

wherer is the total mass density,Kr is the bulk modulus of
the individual sediment grains,K f is the bulk modulus of the
pore fluid, andKb andm are the bulk and shear moduli of the
skeletal frame. Departure from Poiseuille flow as frequency
increases is modeled by the function

F5

e

4
T~e!

12
2i

e
T~e!

, ~15!

with

T5
2AiJ1~eAi !

J0~eAi !
, ~16!

whereJ0(eAi ) andJ1(eAi ) are cylindrical Bessel functions
and

e5aAvr f

h
. ~17!

The parametera is the ‘‘pore size.’’

C. Boundary conditions

The boundary conditions on the interface,x35z(R),
can be generalized from the flat interface case,15 and are
continuity of fluid movement~the ‘‘open pore’’ boundary
condition17!

N•~¹Fs2¹F f1¹3Cs2¹3Cf !5N•¹Fw , ~18!

equilibrium of tractions

@~H22m!¹2Fs2C¹2F f #N12m~N•¹!~¹Fs!1m~N•¹!

3~¹3Cs!1m¹~¹3Cs•N!5K f¹
2FwN, ~19!

and equilibrium of fluid pressure

M¹2F f2C¹2Fs52K f¹
2Fw . ~20!

The subscript,w, denotes the upper medium~water!. The
vector,N, is the~unnormalized! interface normal

N52¹z~R!1e3 , ~21!

wheree3 is the unit vector in the vertical direction. In the last
term on the left-hand side of Eq.~19! the gradient operator
acts on the curl but not on the interface normal.

As the traction boundary condition, Eq.~19!, is actually
three equations, there are a total of five equations that must
be satisfied. In the flat interface case15 there are only four
boundary conditions, as required to determine four un-
knowns: the compressional field in the water and three fields
in the seafloor material~fast- and slow-wave fields and the
shear field having vertical polarization!. Scattering by the
rough interface causes excitation of the other possible shear
polarization~horizontal!, so the additional boundary condi-
tion is needed to determine this additional unknown.

III. SOLUTIONS FOR WAVE FIELDS

The end result of the formulas to be presented is the
scattering coefficient,s, or scattering cross section per unit
area per unit solid angle. The term ‘‘cross section’’ will be
used for brevity, even though this quantity is dimensionless.
The quantity 10 logs is commonly called the scattering
strength and is expressed in decibels. First-order perturbation
theory will be used, in which the first step is to solve the
plane-interface problem~the ‘‘zeroth-order’’ problem! and

FIG. 1. Geometry relevant to bistatic scattering from a random poroelastic
seafloor. This is a two-dimensional view, but the analysis is three-
dimensional. The wave vectors for the incident and scattered fields in water
are denotedkw

2 andkw
1 , respectively, the wave vectors for the fast and slow

waves in the sediment are denotedk1
2 andk2

2 , respectively, and the shear
wave vector is denotedkt

2 . The two shear polarization unit vectors areeh
2

~horizontal polarization, directed out of page! andev
2 ~vertical polarization!.
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then to obtain a correction that is a linear functional of the
interface relief,z(R). This is the ‘‘first-order’’ problem. The
first step in this process is to obtain plane-wave solutions for
the infinite medium. Next, these are used to solve the reflec-
tion and transmission problem for the plane interface. Fi-
nally, a superposition of plane waves is used to obtain the
first-order solution for the rough interface.

A. Plane waves

It is convenient to present a solution of the reflection
~zeroth-order! and scattering~first-order! problems in terms
of solutions of the unperturbed wave equations, in particular,
plane waves propagating in the upward and downward direc-
tions ~Fig. 1!. The general form of these plane waves is

exp~ ika
6
•r !, a5w,1,2,t,

with the subscriptsa denoting the wave vectors for compres-
sional waves in the water~w!, fast longitudinal waves in the
seafloor~1!, slow longitudinal waves in the seafloor~2!, and
shear waves in the seafloor~t!, respectively. The
superscripts1and2denote the direction of the wave propaga-
tion, upward and downward, respectively.

It is useful to write the general three-dimensional wave
vectors in terms of the transverse components of the incom-
ing and outgoing wave vectors

ka
6~K !5~K ,6kwna~K !!. ~22!

The unperturbed wave equations obeyed by the potentials
determine the relation between the transverse and vertical
components of the wave vectors

na~K !5Aaa
222K2/kw

2 , ~23!

where

aa5ca /cw ~24!

are the ratios of the various wave phase speeds to the water
sound speed. Note thataw51 and that the other ratios are
complex, accounting for attenuation in the sediment.

The following unit vectors specify the directions of
propagation:

ea
6~K !5ka

6~K !/ka , ~25!

where

ka5
v

ca
, a5w,1,2,t, ~26!

are the wave numbers, respectively, of compressional waves
in water, fast and slow waves in the seafloor, and shear
waves in the seafloor. The latter three wave numbers are
complex and are found by inserting plane-wave solutions
into Biot’s equations for the infinite medium. Consider lon-
gitudinal waves of the form

Fs5exp~ ikb•r !, ~27!

F f5gb exp~ ikb•r !, ~28!

whereb51,2 corresponds to the fast and slow waves. Biot’s
equations give the relation

~Hkb
22rv2!S mv22Mkb

21 i
Fhv

k D1~Ckb
22r fv

2!250,

~29!

with m5ar f /b, to be solved for the fast- and slow wave
numbers. At the same time, the ratio of the two potentials,
F f /Fs , is found to be

gb5
rcb

22H

r fcb
22C

. ~30!

The analogous relations for shear waves are

Cs5eh~K !exp~ ikt•r !, ~31!

Cf5g teh~K !exp~ ikt•r !, ~32!

~mkt
22rv2!S mv21 i

Fhv

k D1r f
2v450, ~33!

g t5
r

r f
2

m

r fct
2 . ~34!

There are two plane-wave shear polarizations to con-
sider, both having particle displacement normal to the direc-
tion of propagation. The shear wave having particle displace-
ment in the direction

eh
6~K !5kt

63e3 /K5~K2 /K,2K1 /K,0!, ~35!

is ‘‘horizontally polarized’’ as the particle displacement is in
a horizontal plane. Although the polarization vector does not
depend upon whether propagation is upward or downward,
the superscripts6 are used for consistency with the vertical
polarization case. A plane shear wave having transverse
wave vector,K , and particle displacement in the direction of
the unit vector

ev
6~K !5eh

63kt
6~K !/kt57Katn t~K !/K1e3K/kt , ~36!

is ‘‘vertically polarized,’’ as the displacement is in a vertical
plane. In this case, the polarization vector depends upon
whether the wave is propagating upward or downward. Al-
though incidence of a plane pressure wave in water upon a
poroelastic medium with plane interface only gives rise to
vertically polarized shear waves~as well as to fast and slow
longitudinal waves!, scattering by interface roughness causes
conversion into both vertical and horizontal polarizations, as
will be seen.

The expressions above for wave vectors and polarization
vectors are written in terms of a general transverse wave
vector, K , for later use in the theoretical development. In
computing the scattering cross section, however, one must
take K5K i ,s . In this case, it is convenient to define the
transverse components in terms of the angular coordinates of
interest

K ~u,f!5~kw cosu cosf,kw cosu sinf!, ~37!

and

K i ,s5K ~u i ,s ,f i ,s!, ~38!

whereu i and us are the grazing angles of the incident and
scattered acoustic waves, respectively, andfs andf i are the
azimuthal angles of the incident and scattered waves, respec-
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tively. The unit vectors can then be expressed as follows:

ea
6~K !5aa@cosu cosf,cosu sinf,6na~K !#, ~39!

eh
6~K !5@sinf,2cosf,0#, ~40!

ev
6~K !5at@7n t~K !cosf,7n t~K !sinf,cosu#, ~41!

with

na~K !5Aaa
222cos2 u. ~42!

In Eqs.~39!–~42!, subscriptsi ands must be added toK and
to the anglesu andf as appropriate.

B. Reflection and scattering

The derivation of the first-order perturbation theory re-
sults presented here is given in the Appendix. The scattering
cross section is of the form

s~K s ,K i !5uHw~K s ,K i !u2W~K s2K i !, ~43!

whereW is the roughness spectrum defined in Eq.~71!, and
Hw(K s ,K i) is the first element of the column matrix

H~K s ,K i !5S Hw~K s ,K i !

H1~K s ,K i !

H2~K s ,K i !

Hv~K s ,K i !

Hh~K s ,K i !

D . ~44!

As noted in the Appendix, the elements ofH(K s ,K i) deter-
mine, to first order in roughness amplitude, the plane-wave
spectra~scattering amplitudes! of energy scattered into the

water, into compressional waves in the seafloor, and into
vertically and horizontally polarized shear waves in the sea-
floor ~Appendix!. This matrix is computed as follows:

H~K s ,K i !5kw
2 Y1~K s!@P~3!~K s!#

21B~K s ,K i !D0~K i !.
~45!

In this equation,D0(K i) is a six-row column vector com-
prised of the five reflection and transmission coefficients
contained in the column vector,S0(K i), and supplemented
with unity in the last row

D0~K i !5S S0~K i !

- - -
1

D . ~46!

An expression for computation ofS0(K i) will be given later.
The subscript0 denotes zeroth order, that is, the flat-interface
solution equivalent to that given by Stoll and Kan.15 The
matrix B(K s ,K i) is

B~K s ,K i !5kw
21@~Ks12Ki1!E~1!~K i !1~Ks22Ki2!

3E~2!~K i !#2E~3!~K i !Y2~K i !. ~47!

The matricesY1 andY2 are

Y1~K !5S nw~K ! 0 0 0 0

0 n1~K ! 0 0 0

0 0 n2~K ! 0 0

0 0 0 n t~K ! 0

0 0 0 0 n t~K !

D ,

~48!

Y2~K !5S nw~K ! 0 0 0 0 0

0 2n1~K ! 0 0 0 0

0 0 2n2~K ! 0 0 0

0 0 0 2n t~K ! 0 0

0 0 0 0 2n t~K ! 0

0 0 0 0 0 2nw~K !

D , ~49!

The subscripts 1 and 2 onY1 andY2 do not relate to orders of pertubation; they merely serve to distinguish between the two
matrices. There are three matrices,E(n)(K ), defined for each of the coordinate indices,n51,2,3

~50!

where the dashed vertical line in Eq.~50! separates it into the
535 matrices, P(n)(K ), and the column matrices,
Q(n)(K ). The five rows ofE(n)(K ) correspond to the five
boundary conditions; the first five columns correspond to the
five wave types: reflected and scattered pressure waves in
water, fast and slow waves in sediment, and vertically and

horizontally polarized shear waves in sediment. The sixth
column corresponds to the incident wave in water.

The elements ofP(n)(K ) andQ(n)(K ) are

Pwm
~n! ~K !5Kwkwdmn , m51,2,3, ~51!
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Pw4
~n!~K !52Kwkwd3n , ~52!

Pw5
~n!~K !52ewn

1 ~K !, ~53!

P1m
~n!~K !52k1

2kw
21@~H22m2g1C!dmn

12me1m
2 ~K !e1n

2 ~K !#, m51,2,3, ~54!

P14
~n!~K !52k1

2kw
21~Mg12C!dn3 , ~55!

P15
~n!~K !5k1kw

21~12g1!e1n
2 ~K !, ~56!

P2m
~n!~K !52k2

2kw
21@~H22m2g2C!dmn

12me2m
2 ~K !e2n

2 ~K !#, m51,2,3, ~57!

P24
~n!~K !52k2

2kw
21~Mg22C!dn3 , ~58!

P25
~n!~K !5k2kw

21~12g2!e2n
2 ~K !, ~59!

Pvm
~n!~K !5mkt

2kw
21@etm

2 ~K !evn
2 ~K !

1etn
2~K !evm

2 ~K !#, m51,2,3, ~60!

Pv4
~n!~K !50, ~61!

Pv5
~n!~K !52ktkw

21~12g t!evn
2 ~K !, ~62!

Phm
~n!~K !52mkt

2kw
21@etm

2 ~K !ehn
2 ~K !

1etn
2~K !ehm

2 ~K !#, m51,2,3, ~63!

Ph4
~n!~K !50, ~64!

Ph5
~n!~K !5ktkw

21~12g t!ehn
2 ~K !, ~65!

Qm
~n!~K !5Kwkwdmn , m51,2,3, ~66!

Q4
~n!~K !52Kwkwdn3 , ~67!

Q5
~n!~K !52ewn

2 ~K !, ~68!

where Kw is the bulk modulus of the upper fluid~water!
taken equal toK f in all numerical examples.

The matrix of reflection and transmission coefficients,
S0(K i), is computed as follows:

S0~K i !52@P~3!~K i !#
21Q~3!~K i !. ~69!

The five elements of this matrix are denoted

S0~K i !5S Ww~K i !

W1~K i !

W2~K i !

Wv~K i !

Wh~K i !

D , ~70!

and are the in-water reflection coefficient for compressional
waves and the transmission coefficients for the fast and slow
longitudinal waves and the two shear waves in the seafloor
~see the Appendix!. Note thatWh(K i)50.

IV. MODEL RESULTS

To compare the Biot model with the fluid model for
backscattering, the following Biot parameters will be used as
typical of sandy seafloors. Porosity,b50.40, grain density,
rs52650 kg/m3, mass density of water and pore fluid,r f

51000 kg/m3, bulk modulus of grains,Kr53.631010Pa,
bulk modulus of frame,Kb54.431072 i2.03106 Pa, shear
modulus of frame,m52.631072 i1.253106 Pa, bulk modu-
lus of water and pore fluid,K f52.253109 Pa, viscosity,h
50.001 kg/m/s, permeability,k51.0310210m2, tortuosity,
a51.25, and pore size,a5531025 m.

With these Biot parameters, there is considerable disper-
sion in the fast wave as evident in Fig. 2, which shows the
frequency dependence of the speed and attenuation. This dis-
persion will be incorporated in the fluid model in order that
the comparison of the Biot and fluid models exhibits only
effects due to differing boundary conditions. In an actual
application of either model, the fast wave speed and attenu-
ation would most likely be measured or at least assigned
values consistent with historical data, approximately taking
account of dispersion. Thus, the fluid model will be taken to
have compressional wave speed and attenuation equal to the
corresponding fast-wave parameters. The fluid model is then
fully specified by assigning the mass density the valuer, the
true net density of the Biot medium.

Figure 3 compares the reflection coefficient magnitude
~in dB! for the two models at four frequencies. As
expected,15 the Biot model has a significantly lower reflec-
tion coefficient at steep grazing angles for frequencies of
order 1 kHz and above, and measurements of the reflection
coefficient offer a means of discriminating between the two
models.16

In treating interface scattering, the roughness spectrum
is taken to be

W~K !5
w2

~h0K !3.05, ~71!

with w250.00005 m4, and whereh0 is a scaling factor equal
to one unit of length, introduced so that the dimensions ofw2

do not depend upon the value of the power-law exponent.
Equation ~71! assumes that roughness is a stationary and
isotropic random process, with a spectrum that obeys a
simple power law.

FIG. 2. Fast wave speed and attenuation as functions of frequency for Biot
parameters typical of sand.
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Figure 4 shows that the Biot model predicts significantly
lower backscattering strengths at frequencies of order 1 kHz
and above. The maximum difference between the two mod-
els occurs for grazing angles smaller than 20° at the higher
frequencies, and is about 3 dB. A difference of this magni-
tude is larger than the errors of a carefully conducted back-
scatter measurement, so such measurements should be ca-
pable of discriminating between the Biot and fluid models.

V. CONCLUSIONS AND RECOMMENDATIONS

First-order perturbation theory has been used to develop
expressions for the bistatic scattering strength of poroelastic
seafloors. Applied to the backscattering problem in sand, the
Biot model predicts backscattering strengths as much as 3 dB
lower than the fluid model, indicating that it should be pos-
sible to discriminate experimentally between the two models.
The formulation developed here is readily extended to higher
perturbation orders and to the small-slope approximation.12

One concern in the use of perturbation theory for unconsoli-

dated sediments is the low phase speed of the slow and shear
waves. At higher frequencies, the roughness relief may not
be small compared to the slow- and shear wavelengths, but,
given the weak coupling into these waves, it is not obvious
that the resulting errors are significant. Further work is
needed to assess this situation.
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APPENDIX: INTERFACE SCATTERING

The scattered field in the water above the highest point
on the interface can be expressed as a superposition of plane
waves. Plane-wave superpositions will also be used to de-
scribe the fields in the sediment. If the incident field is a
plane wave of unit amplitude having wave vector with trans-
verse component,K i , then the scattered potential for particle
displacement in the water is represented in terms of a spec-
trum of plane waves

Fw~r !5E d2K

kwnw~K !
Aw~K ,K i !exp~ ik f

1~K !•r !, ~A1!

where Aw(K ,K i) is the scattering amplitude, taken in the
form of Ivakin18 and related to the transition matrix~‘‘T
matrix’’ !19,20 as follows:

Aw~K ,K i !5kwnw~K !T~K ,K i !. ~A2!

The potential,Fw(r ), does not include the incident field but
does include all other portions of the field~coherent and
incoherent!. The scattering amplitude will be used to obtain
the scattering cross section through the equation19–22

^Aw8 ~K s ,K i !Aw8* ~K s ,K i8!&5d~K i2K i8!s~K s ,K i !,
~A3!

whereAw8 (K s ,K i)5Aw(K s ,K i)2^Aw(K s ,K i)& is the inco-
herent component of the scattering amplitude, and it is as-
sumed that the interface roughness is a stationary random
process in the two transverse~horizontal! coordinates. The
water column is assumed to be homogeneous, supporting
plane waves.

In matching the boundary conditions, the plane-wave
expansion for the field in water, Eq.~A1!, is used, along with
analogous expansions for the fast, slow, and shear fields.
Thus,

Fb~r !5E d2K

kwnb~K !
Ab~K ,K i !exp~ ikb

2~K !•r !,

b51,2, ~A4!

describes the fast- and slow-wave fields and

C~r !5E d2K

kwn t~K !
At~K ,K i !exp~ ikt

2~K !•r !, ~A5!

where

At~K ,K i !5eh
2~K !Av~K ,K i !1ev

2~K !Ah~K ,K i ! ~A6!

FIG. 3. Comparison of the reflection coefficient for the fluid~dashed line!
and Biot ~solid line! models for sand at selected frequencies.

FIG. 4. Comparison of the backscattering strength for the fluid~dashed line!
and Biot ~solid line! models for sand at selected frequencies.
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describes the shear wave field. As before, the expansions
include both the coherent and incoherent parts of the fields.
The incoherent roughness scattering amplitudes in the Born
approximation have the general form

Aa8 ~K s ,K i !5 iH a~K s ,K i !Z~K s2K i !, a5w,1,2,v,h,
~A7!

whereZ(K ) is the Fourier transform of the interface relief
function, Eq.~1!. Using Eq.~A7!, Eq. ~A3! leads directly to
the equation for the roughness scattering cross section, Eq.
~43!.

The scattering amplitudes are determined by imposing
the boundary conditions, Eqs.~18!–~20!, on the fields. To
organize this derivation, it is convenient to use Ivakin’s
method,14 combining all of the boundary conditions and
plane-wave expansions in matrix expressions.

First, the boundary conditions can be written in the form

X~1!]1z~R!1X~2!]2z~R!2X~3!50, ~A8!

with x35z(K ). Here,X is a five-element column matrix and
a three-dimensional spatial vector, with each element corre-
sponding to one of the boundary conditions, in the order of
Eqs. ~18!–~20!. The 1-component ofX is the sum of all
terms multiplying]1z(R), the 2-component is the sum of all
terms multiplying]2z(R), and the 3-component is the sum
of all terms that do not contain a derivative ofz(R). Note
that the left side of Eq.~A8! is the dot product ofX with the
interface normal vector,N.

In the next step, the plane-wave expansions for the po-
tentials are substituted into Eq.~A8!. The spatial derivatives
in the boundary conditions are readily implemented in the
plane-wave expansions, where the operator¹5 ika

6 . At this
stage, the column matrixX is in the form

X~n!5E d2KE~n!~K !U, ~A9!

where

U5S nw
21~K !Aw~K ,K i !exp~ ikw

1~K !•r !

n1
21~K !A1~K ,K i !exp~ ik1

2~K !•r !

n2
21~K !A2~K ,K i !exp~ ik2

2~K !•r !

n t
21~K !Av~K ,K i !exp~ ikt

2~K !•r !

n t
21~K !Ah~K ,K i !exp~ ikt

2~K !•r !

kwd~K2K i !exp~ ikw
2~K !•r !

D . ~A10!

Note that the last row ofU represents the incident plane-
wave field in the water. The elements of the matrixE are
given in the main text, and embody the essentials of the
reflection and scattering problems. Once the problem is cast
in this form, the remainder of the solution is formally iden-
tical to the elastic case.14 For completeness, these final steps
will be repeated here.

To obtain the zeroth- and first-order solutions, the scat-
tering amplitudes are expressed as sums of zeroth- and first-
order terms, the former being the flat-surface solution and
the latter being linear functionals ofz(R)

Aa~K ,K i !5Aa
~0!~K ,K i !1Aa8 ~K ,K i !. ~A11!

Also, the exponentials are expanded to first order inz(R)
with x35z(R)

exp~ ika
6~K !•r !5exp~ iK•R!@16 ikwna~K !z~R!1¯#.

~A12!

Finally, a Fourier transform of Eq.~A8! with respect to
R is taken; the definition

Z~K !5
1

~2p!2 E d2R exp~2 iK•R!z~R! ~A13!

is used, and the derivatives ofz(R) in Eq. ~A8! are treated
using

iKZ~K !5
1

~2p!2 E d2R exp~2 iK•R!¹z~R!. ~A14!

The zeroth-order terms yield

P~3!~K i !Y1
21~K i !A

~0!~K s ,K i !1kwQ~3!~K i !d~K s2K i !50,
~A15!

where

A~0!~K s ,K i !5kwY1~K i !S0~K i !d~K s2K i !, ~A16!

is a column matrix comprised of the zeroth-order scattering
amplitudes. If the first element of this matrix is inserted in
Eq. ~A1!, one sees that the first element ofS0(K i) is the
plane-wave reflection coefficient. Similarly, the other ele-
ments can be inserted in Eqs.~A4! and~A5! to show that the
remaining elements ofS0(K i) are transmission coefficients.
The zeroth-order results can be summarized by noting that
Eqs.~A15! and ~A16! are equivalent to Eq.~69!.

The equation for first-order terms is

ikw
2 B~K s ,K i !D0~K i !Z~K s2K i !

2P~3!~K s!Y1
21~K s!A8~K s ,K i !50, ~A17!

whereB(K s ,K i) is given by Eq.~47! and A8(K s ,K i) is a
column matrix comprised of the first-order approximation to
the incoherent scattering amplitudes. Equation~A17! is
equivalent to Eqs.~45! and ~A7!.

1E. Y. Kuo, ‘‘Wave scattering and transmission at irregular surfaces,’’ J.
Acoust. Soc. Am.36, 2135–2142~1964!.

2D. R. Jackson, D. P. Winebrenner, and A. Ishimaru, ‘‘Application of the
composite roughness model to high-frequency bottom backscattering,’’ J.
Acoust. Soc. Am.79, 1410–1422~1986!.

3D. R. Jackson and K. B. Briggs, ‘‘High-frequency bottom backscattering:
roughness versus sediment volume scattering,’’ J. Acoust. Soc. Am.92,
962–977~1992!.

4D. R. Jackson, K. B. Briggs, K. L. Williams, and M. D. Richardson,
‘‘Tests of models for high-frequency seafloor backscatter,’’ IEEE J. Ocean.
Eng.21, 458–470~1996!.

5K. L. Williams and D. R. Jackson, ‘‘Bistatic bottom scattering: Model,
experiments, and model/data comparison,’’ J. Acoust. Soc. Am.103, 169–
181 ~1998!.

6A. D. Lapin, ‘‘Sound scattering at a rough solid surface,’’ Sov. Phys.
Acoust.10~1!, 58–64~1964!.

7A. D. Lapin, ‘‘Scattering of sound by a solid layer with rough bound-
aries,’’ Sov. Phys. Acoust.12~1!, 46–51~1966!.

8D. K. Dacol and D. H. Berman, ‘‘Sound scattering from a randomly rough
fluid–solid interface,’’ J. Acoust. Soc. Am.84, 292–302~1988!.

9W. A. Kuperman and H. Schmidt, ‘‘Rough surface elastic wave scattering
in a horizontally stratified ocean,’’ J. Acoust. Soc. Am.79, 1767–1777
~1986!.

10E. Y. T. Kuo, ‘‘Acoustic wave scattering from two solid boundaries at the

2962 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Williams et al.: Interface scattering by poroelastic seafloors



ocean bottom,’’ IEEE J. Ocean. Eng.17, 159–170~1992!.
11H. H. Essen, ‘‘Scattering from a rough sedimental seafloor containing

shear and layering,’’ J. Acoust. Soc. Am.95, 1299–1310~1994!.
12T. Yang and S. L. Broschat, ‘‘Acoustic scattering from a fluid–elastic–

solid interface using the small slope approximation,’’ J. Acoust. Soc. Am.
96, 1796–1803~1994!.

13D. Wurmser, ‘‘A manifestly reciprocal theory of scattering in the presence
of elastic media,’’ J. Math. Phys.37, 4434–4479~1996!.

14D. R. Jackson and A. N. Ivakin, ‘‘Scattering from elastic sea beds: First-
order theory,’’ J. Acoust. Soc. Am.103, 336–345~1998!.

15R. D. Stoll and T. K. Kan, ‘‘Reflection of acoustic waves at a water–
sediment interface,’’ J. Acoust. Soc. Am.70, 149–156~1981!.

16N. P. Chotiros, ‘‘Inversion of sandy ocean sediments,’’ inFull Field In-
version Methods in Ocean and Seismo-Acoustics, edited by O. Diachok,
A. Caiti, P. Gerstoft, and H. Schmidt~Kluwer, Dordrecht, 1995!, pp. 353–
358.

17H. Deresiewicz and R. Skalak, ‘‘On uniqueness in dynamic poroelastic-
ity,’’ Bull. Seismol. Soc. Am.53, 783–788~1963!.

18A. N. Ivakin, ‘‘Sound scattering by inhomogeneities of an elastic half-
space,’’ Sov. Phys. Acoust.36~4!, 377–380~1990!.

19G. G. Zipfel, Jr. and J. A. DeSanto, ‘‘Scattering of a scalar wave from a
random rough surface: A diagrammatic approach,’’ J. Math. Phys.13,
1903–1911~1972!.

20E. I. Thorsos and D. R. Jackson, ‘‘The validity of the perturbation approxi-
mation for rough surface scattering using a Gaussian roughness spec-
trum,’’ J. Acoust. Soc. Am.86, 261–277~1989!.

21A. G. Voronovich,Wave Scattering from Rough Surfaces~Springer, Ber-
lin, 1994!.

22D. H. Berman, ‘‘Renormalization of propagation in a waveguide with
rough boundaries,’’ J. Acoust. Soc. Am.92, 309–314~1992!.

2963J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Williams et al.: Interface scattering by poroelastic seafloors



The propagation of ultrasound within a gas jet
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A study is presented in which the directional characteristics of an ultrasonic signal have been
modified due to propagation within an axial jet. The radiated ultrasonic field from a transducer
positioned within the air jet has been studied at frequencies above 100 kHz for the first time. The
effects of nozzle shape, nozzle diameter, and variations in air jet velocity and temperature have been
investigated. At high air flow velocities, divergence of the ultrasonic beam was observed. This was
attributed to the increased acoustic velocities in the direction of the flow. An effective waveguide
was also demonstrated by cooling the air jet to below-ambient temperatures, so that the acoustic
velocity in the air jet was lower than that in the surrounding ambient atmosphere. The result is likely
to be of use in air-coupled ultrasonic materials inspection. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1413998#

PACS numbers: 43.35.Ae, 43.28.Py@SGK#

I. INTRODUCTION

Air-coupled ultrasound is being used increasingly as a
method for materials inspection without contact.1 Despite the
fact that the difference in acoustic impedance between air
and solid materials such as metals and polymers is large,
recent developments in transducer technology have made it
possible for signals to be transmitted through the solid ma-
terial under test, using air as the coupling medium. The
present article investigates the possibility of transmitting ul-
trasonic signals along a gas jet, which would act as a form of
waveguide. Within this waveguide, the propagation charac-
teristics can be controlled, so that improved conditions for
transmission can be obtained~e.g., increased directivity and
lower attenuation!. Such changes would be induced by dif-
ferences in the gas flow velocity and temperature between
the gas jet and its surroundings, which in turn lead to a
difference in the acoustic velocity. Note that materials in-
spection using air-coupled ultrasound is usually conducted at
frequencies below 3 MHz, because of excessive attenuation
at higher frequencies.2,3 Hickling and Marin4 developed a
term for the practical range of an ultrasonic transducer in air,
called the extinction distance, over which the received signal
decays by a factor of 1/e. For example, the extinction dis-
tance is 50 mm at 1 MHz, at standard temperature and pres-
sure~STP!, and the present work is thus restricted mainly to
signals below 1 MHz in frequency.

A schematic diagram of how propagation in a gas jet
might be achieved is shown in Fig. 1. An ultrasonic trans-
ducer is situated within a pipe containing flowing gas, to
which an exit nozzle is fitted. The nozzle shape is chosen so
as to produce a gas jet with the required properties, in most
cases one with a reasonably constant flow velocity region at
the exit region. The design of such a transducer system has
some features in common to the use of water jets as a means
of coupling ultrasound into materials.5 Air jets would be the
gaseous equivalent, aiming to provide a stable environment
for propagation to the sample, so that imaging for defects,

etc., could be achieved with air coupling alone.
The interaction of acoustic waves with nonstationary gas

has been studied extensively, both in free space6–14 and in
ducts.15–17 Most of this research was performed at audible
frequencies, and in some cases at very high gas flow rates.
Some of this work11 showed that a radial gradient in gas flow
velocity leads to acoustic refraction, as depicted in Fig. 2.
This shows a wavefront atAB which, at a timet later, has
moved toA8B8. This assumes that the component at pointB
travels at a faster velocity than atA, so that the wave will
refract or bend outwards. This results in a region of low
sound intensity or ‘‘cone of silence’’ along the axis of the
flow, which accompanies divergence of the sound field.11,13

Note that the effects of refraction are important in noise re-
duction from aircraft engines, and the above effects are well-
documented. In the present application, the aim is to use the
gas jet as a propagation medium for an ultrasonic signal. Any
refraction would lead to ultrasonic beam spreading, and sub-
sequent detrimental effects on signal amplitude and spatial
resolution, and hence should be minimized. Conversely, con-
finement of the beam would be an advantage. One way in
which this might be achieved is to change the sound speed in
the gas jet itself, so that it is lower than the surrounding air
into which it travels~e.g., by changing the gas or lowering
the temperature in the gas jet!. The latter effect has been
observed at audible frequencies within a cold nitrogen gas
jet,18 where convergence towards the jet axis was seen. This

a!Electronic mail: dah@eng.warwick.ac.uk
FIG. 1. Concept of a gas jet containing an ultrasonic field, generated by an
air-coupled ultrasonic transducer.
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demonstrated that waveguide effects should be observable
using a low temperature jet.

This article extends the above research by studying the
radiated ultrasonic field from a transducer, generating ultra-
sound within the air flow of a gas jet. This has been achieved
at various gas jet velocities and temperatures. The aim is to
investigate the interaction of high frequency~.100 kHz!
sound waves with gas jets, and to study divergence of beams
due to refraction. Work using cold air jets will then be used
to determine whether an effective waveguide in free space
can be obtained. It should be noted that the intended appli-
cation of this technique is air-coupled NDE, where interac-
tion with a sample would be required. This will inevitably
modify both the gas jet profile and the ultrasonic beam. The
present work should thus be considered an initial study of the
waveguide characteristics only.

II. EXPERIMENTAL METHOD

The experiments were designed to study the ultrasonic
field emitted from a transducer, placed within a gas jet. The
presence of gas flow was expected to modify the directional
characteristics of the beam, and it was thus important that
these effects be studied. It was also necessary to investigate
the choice of exit nozzle, so that a stable environment for
acoustic propagation was produced. As will be described, an

ogive nozzle was chosen for study, as the internal shape is
designed to produce an increased region of laminar flow
within the gas jet.

Spatial variations in both the ultrasonic field and the gas
flow velocity across two-dimensional sections throughout the
gas flow were required, so that the interaction between the
two could be studied. This was achieved by scanning minia-
ture ultrasonic receivers and flow velocity sensors through
the same sections of flow. This is shown in Fig. 3. Scanning
was performed in a horizontal plane using anX2Y linear
stage, driven by standard stepper motors. These were con-
trolled using a Labview program, running on an IBM PC,
and a two-axis programmable stepper motor driver unit. The
data was then displayed on a Tektronix TDS540 digital os-
cilloscope, and subsequently transferred to the PC for storage
and later analysis. The transducer within the pipe, and the
scanning plane, were carefully aligned with each other using
a HeNe laser. Each scan commenced at the center of the
nozzle aperture as a reference point for all scans, over typical
distances of 80 mm axial~z! and 80 mm radial~r!. Typical
scans were performed by recording data at 1-mm spatial in-
tervals, well within the specifications of the linear stages. A
regulated compressed air supply was used to provide a con-
stant gas pressure at one end of the 50-mm-diam pipe con-

FIG. 4. Schematic diagram of the capacitive ultrasonic transducer used for
these measurements to generate an ultrasonic signal within the air jet.

FIG. 2. The possible refraction effect on an acoustic wave in a flow from a
jet ~after Ref. 21!.

FIG. 3. Experimental arrangement for the measurement of acoustic and gas flow velocity fields.
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taining the transducer. The total volumetric flow rate of air
was controlled at the input using a Platon Flowbits gas flow
measuring tube, and could be preset to a value in litres/
minute.

A schematic diagram of the capacitive transducer held
within the pipe containing air flow is shown in Fig. 4. These
transducers use a thin polymer membrane attracted against a
machined metal or silicon backplate, which causes a layer of
air to be trapped behind the membrane.19 It is important in
these devices that the backplate surface features are well-
controlled, so that the mechanical behavior of the device can
be predicted. The present device contained a micromachined
silicon backplate, the characteristics of which were predict-
able in terms of bandwidth and radiated field.20 The 5-mm-
thick Mylar polymer membrane had a grounded metal coat-
ing on the outer surface. This, together with the metallized
silicon backplate, formed the two electrodes of the capacitor.
The aluminum case was grounded, and fitted with a front
aperture of 10-mm diameter, which defined the active area of
the device. A dc bias was used to attract the membrane to the
backplate, to increase the rigidity of the membrane and
hence extend the upper frequency limits of operation. Me-
chanical springs were used to locate the transducer within the
50-mm-diam polyethylene pipe containing the gas flow, to
which various nozzle profiles with exit orifice diameters in
the 4–20-mm range were attached~Fig. 5!. The springs al-
lowed small adjustments in position to be made, so that the
transducer could be aligned centrally within the container.
They also minimized disruption to the air flow within the
pipe due their small flow cross-section~although this was not

crucial, due to the use of the ogive nozzle design described
later in this work!.

Variations in air flow velocity within the gas jet were
measured using a hot-wire aneomometer21 ~Airflow TA5 !,
with a 1-mm-diam active area. A voltage output correspond-
ing to the velocity of the air flowing over the wire was pro-
duced, which was measured using a digital voltmeter before
being transferred to the PC. Note that the hot-wire anemom-
eter displayed the magnitude of the gas velocity in ms21, but
not the direction of the flow. The acoustic field was measured
by using a miniature capacitive detector similar in design to
that used as the source. This detector was 3 mm in diameter.
Although a smaller detector would have been desirable to
minimize directionality and to reduce disruption to the air
jet, a 1-mm detector was found to give very similar results
but at a reduced sensitivity and signal to noise ratio. Hence,

FIG. 5. Method of locating the capacitive transducer within the pipe con-
tainer showing~a! side view and~b! end view.

FIG. 6. The two exit orifice configurations used to generate gas jets.~a! A
circular aperture of 10-mm diameter in a flat plate,~b! a nozzle based on an
‘‘ogive’’ curve.

FIG. 7. ~a! Typical free-field radiated sound field from the capacitive ultra-
sonic transducer.~b! A typical waveform detected on-axis, together with the
corresponding frequency spectrum obtained via a FFT.
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the 3-mm detector was used throughout. The oscilloscope
was used to record the ultrasonic waveform at 1-mm inter-
vals throughout the scan. These were then postprocessed to
obtain spatial variations in an acoustic parameter, using au-
tomated PC-based software with a moving time window to
remove multiple reflections. In the plots presented here, the
peak-to-peak amplitude of the received transient was re-
corded, although spectral and travel time data were available
if required.

Two nozzle configurations were investigated, as shown
in Fig. 6. Note that Reynolds numbers within the approxi-
mate range of 1600–7200 were present, due to the range of
flow velocities and nozzle diameters used. Hence, turbulent
jets would be produced, confirmed in the present experi-
ments by observation of jet properties. The first design@Fig.
6~a!# was a circular aperture of 10 mm diameter, cut through
a flat plate~i.e., with square-cut lips!, whereas the second
@Fig. 6~b!# was based on an ‘‘ogive’’ curve,22 which is used

FIG. 8. ~a! Gas flow velocity varia-
tions across the exit of each aperture
shown in Fig. 7, as measured with the
hot wire anemometer, for an axial exit
velocity of 4.8 ms21. ~b! Velocity
variations at a distance of 30 mm from
the orifice. ~c! Two-dimensional sec-
tions of air flow velocity for the two
nozzles.
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to optimize laminar flow. It can be seen that the ogive curve
is formed from partially following the outline of two circles.
The curve is designed to minimize drag, and hence energy
loss, in the gas itself. It also accelerates the gas flow
smoothly, reducing the disturbance caused by the transducer
and spring mounting. Compared to the circular aperture, the
ogive nozzle results in thinner shear layers at the interface
between the jet and the ambient medium, and an extended
potential core~where the flow is laminar!. Outside the poten-
tial core, within the shear layer, the flow is turbulent. A

greater region of laminar flow was considered to be of ad-
vantage, hence the reason for studying the ogive nozzle.

Figure 7~a! shows the radiated sound field from the
transducer mounted in the pipe, before a nozzle or any gas
flow was introduced. It can be seen from this figure that the
sound field is similar to those already reported for a device of
this nature20 in that the maximum amplitude at the expected
nearfield/farfield boundary is present, with a lack of side
lobes. This arises primarily from the well-damped response
of the device. This is illustrated in Fig. 7~b!, which shows a

FIG. 9. Apparatus used to cool air jets
to temperatures below ambient.

FIG. 10. The ultrasonic waveform and
corresponding spectrum obtained on-
axis at the exit of the ogive nozzle, in
both still air ~dotted! and when the
axial exit flow velocity was 4.0 ms21

~solid line!.
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typical waveform detected on-axis, together with the corre-
sponding frequency spectrum obtained via a fast Fourier
transform~FFT!. It is evident that the capacitive transducer
emitted an ultrasonic transient with a center frequency of
approximately 400 kHz, with useful energy up to approxi-
mately 1 MHz.

The gas flow velocity variations across the exit of each
nozzle are shown in Fig. 8~a!, as measured with the hot wire
anemometer, for the same axial exit velocity of 4.8 ms21. It
can be seen that a more uniform velocity profile existed from
the ogive nozzle@Fig. 6~b!# than from the simple circular
aperture@Fig. 6~a!#. These differences were less marked at
distances further away from the nozzle exit, as shown at
30-mm distances in Fig. 8~b!. Figure 8~c! demonstrates that
the flow fields from the two nozzles exhibit some differences
over the 60380-mm2 area studied, in particular the greater
extent of uniform flow velocity in the case of the ogive
nozzle. If the air jet is to be used as a stable medium within
which to propagate ultrasonic signals, minimal refraction
would be preferred, such that most of the ultrasonic energy is
contained within the flow. This would be minimized in a
region of constant flow~and hence ultrasonic! velocity. Be-
cause of the above-mentioned advantages, the ogive nozzle
was chosen for further study in terms of the emitted ultra-
sonic field and the creation of ultrasonic waveguides. Note
also that the smooth acceleration of gas caused by the inter-
nal shape of this nozzle@Fig. 6~b!# would also reduce any
flow disturbance due to the transducer and its mounting. A
second such nozzle was thus fabricated, with a diameter of 5
mm, to allow a greater range of exit velocities to be studied.

Experiments were also conducted with the temperature
of the air jet cooled below ambient. The additional apparatus
used to obtain this cooling is shown in Fig. 9, and was placed
between the regulated compressed air source and the pipe
containing the ultrasonic transducer. The air was passed
through a coil of brass tubing, which was immersed in a
cylindrical bath of methanol. This was cooled to tempera-
tures down to230 °C using a Naslab bath cooler and tem-
perature controller. All tubing and pipe-work had to be insu-
lated to minimize heat transfer into the cool gas. The bath
was set at a predetermined temperature, and gas flow intro-
duced. The system was then left for some hours to reach
equilibrium, and gas temperatures checked at various loca-
tions. It was found that exit gas temperatures varied with
flow rate, as would be expected. Typically, gas jet exit tem-
peratures could be produced which were 20 °C or more be-
low ambient laboratory temperatures, for exit gas velocities
of up to 20 ms21.

III. RESULTS AND DISCUSSION

A. Gas jet at room temperature

The characteristics of the radiated ultrasonic field from
the ogive nozzle were first measured with the air jet being at
the same temperature as that in the surrounding laboratory.
Figure 10 shows the ultrasonic waveform and corresponding
spectrum obtained on-axis at the exit of the ogive nozzle, in
both still air ~dotted! and when the exit flow velocity was 4
ms21 ~solid line!. The nozzle has caused some distortion to

the time waveform@cf. Fig. 7~a! in free space#, presumably
due to increased scattering of higher frequencies by the
nozzle itself. This has limited the upper frequency response
to approximately 600–800 kHz, with a peak response now at
200 kHz. It can also be seen that the flow of air caused a
slight shift in the waveform arrival time, due to the flow-
induced increase in axial acoustic velocity. Note, however,
that both the waveform shape and the frequency response
were relatively unaffected by gas flow. Figure 11 shows the
radiated ultrasonic field, measured as peak to peak amplitude
variations, in both still air, and in the presence of an exit air
flow velocity of 4 ms21. The field without gas flow is evi-
dently less divergent, and decays less rapidly in the axial~z!
direction. This implies that the air jet has influenced the ra-
diated sound field by increasing divergence. Note, however,
that the results in still air show that the smooth curves within
the nozzle have succeeded in producing a well-behaved sec-
ondary acoustic source.

Experiments were also performed on a range of ogive
nozzle aperture diameters of 10 to 20 mm and exit flow
velocities in the range 2–4 ms21 ~10 mm being the size of
the active element of the source transducer!. These diameters
resulted in reduced air flow velocities, and the introduction
of gas flow was found to have little effect on the ultrasonic
beam emanating from each nozzle. However, the use of a
smaller ogive diameter of 5 mm allowed increased jet veloci-
ties of up to 20 ms21 to be studied.

Figure 12 shows both~a! the air jet flow velocity profile
at an exit velocity of 4 ms21 and~b! the radiated sound field
in the absence of flow for the 5-mm nozzle. The smaller
nozzle has led to a change in the gas jet properties, compared

FIG. 11. The radiated ultrasonic field from the ogive nozzle of 10-mm
diameter, measured as peak to peak amplitude variations, in~a! still air and
~b! in the presence of an exit axial air flow velocity of 4.0 ms21.
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to those of the 10-mm ogive nozzle@shown earlier in Fig.
8~c!#. The sound field in the absence of air flow has also been
affected by the narrower nozzle diameter, with a greater axial
decay as expected from a smaller aperture. Introducing gas
flow caused a marked effect on the radiated ultrasonic beam
for the 5-mm-diam ogive nozzle. This is shown in Fig. 13 for
three jet velocities of 4.5, 9 and 19.8 ms21. Comparison of
Figs. 11 and 13 indicates that the introduction of gas flow
caused significant side lobes in the ultrasonic field to appear,
along with an increased axial decay in ultrasonic amplitude.
These effects became more severe as the gas jet velocity
increased. In particular, the angle at which the main side lobe
appeared increased with the jet velocity.

The features observed in Fig. 13 could partially be ex-
plained by reference to Fig. 2, and consideration of refraction
phenomena. Divergence would arise because of the higher
propagation velocity of acoustic energy along the jet than in
the still air outside. Let us assume a constant gas flow veloc-

ity, U, and an acoustic wavelengthl in air which is much
smaller than the gas jet diameterd. This is approximately
true at 500 kHz, assumingl50.66 mm andd55 mm. Con-
sider a plane wavefront traveling at some angleu1 to the
normal to the gas jet axis. Analysis of the standard equations
for group or energy velocity leads to a prediction of the
refracted angleu2 within the still air as

sinu25~c2 /~c21U cosu1!!sinu1 , ~1!

wherec1 andc2 are the speed of the sound wave in regions
of gas jet flow and still air, respectively. Consider Fig. 13~c!,
where a typical flow speed in the central region of the jet
close to the nozzle exit wasU518 ms21. Assuming a value
of the speed of sound in still air of 331.4 ms21 at room
temperature and standard pressure,4 and propagation within
the gas jet close to the axial direction~i.e., u1 is close to 90°
and sinu1 is thus close to unity! gives u2;71.5° ~or a di-
vergence angle from the axis of 18.5°!. The ultrasonic field

FIG. 12. Measured properties of the
5-mm-diam ogive nozzle.~a! The air
jet flow variations for exit velocity of
4.0 ms21 and ~b! the radiated ultra-
sonic field in the absence of flow.
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of Fig. 13~c! indicates a divergence angle for the main side
lobes of 20°62°, and hence the two values are in reasonable
agreement. The above assumes a single velocity within the
gas jet, and a sharp boundary to still air, neither of which
would be actually present, and hence the above is at best an
approximation.

A better explanation arises from the presence of the in-
terface~a shear layer! between the jet and the ambient me-
dium. Sound waves incident on this interface are partly re-
flected back into the jet and partly transmitted outside. For
such a jet, the transverse wavenumber~K! in the jet can be
written as

K5~v/c!@~12M cosu!22cos2 u#1/2, ~2!

where M5U/c250.0543 is the Mach number of the jet and
u is the angle of propagation from the jet axis. The sound
waves become evanescent whenK50, or when

cosu51/~11M!. ~3!

This leads to a value foru of 18.5°. Thus,u518.5° is the
evanescence angle of sound waves in the jet, and the ob-
served phenomena appear as side lobes, because propagation
is possible only foru,18.5°, and not foru.18.5.

B. Cooled air jets

It is evident from the above that the air jets have caused
divergence of the ultrasonic field emitted from the ogive
nozzle. As explained earlier, one of the aims of this research
was to investigate whether the ultrasonic beam could be con-
tained within the gas jet itself, which would act as a wave-
guide. From the results above, it would appear that one way
to achieve this is to reduce the sound velocity within the gas
jet to below ambient values. This would lead to possible
containment of the ultrasonic beam within the jet, instead of
divergence, as there would now be less transmission of
sound outside the jet. This was investigated using the appa-
ratus of Fig. 9, to cool the air jet exiting the nozzle to below
room temperature.

Figure 14 presents the results of experiments using an
ogive exit diameter of 5 mm and a gas jet exit velocity of 10
ms21. The air within the jet was cooled in turn from room
temperature~23 °C! to a minimum of 20.5 °C. It will be
evident that the behavior seen at room temperature@Fig.
14~a!# was as observed earlier, with divergence of the ultra-
sonic beam. However, this was gradually modified as the gas
jet was cooled. The rapid axial decay with distance was re-
duced, and the side lobes decreased in angle and intensity. At
the lowest temperature, no side lobes were present, and a
single central beam existed with a gradual decay in ampli-
tude @Fig. 14~d!#. These features are all consistent with a
waveguide effect. As noted earlier, gas flow increases the
ultrasonic propagation velocity within the gas jet, and the
result was a divergence of ultrasonic energy. Conversely, the
introduction of cooler air reverses this effect, by reducing the
angleu in Eq. ~2!. The properties of this beam will be dic-
tated primarily by the properties of the gas jet, in terms of the
flow and temperature profiles. It has been demonstrated,
however, that an effective waveguide has been produced.
This is consistent with earlier observations, where acoustic
refraction and focusing were observed in a much colder liq-
uid nitrogen gas jet.15 The interesting observation here is that
cooling by a factor of just over 20 °C caused a marked
change in behavior.

IV. CONCLUSIONS

A study has been presented in which an ultrasonic signal
has been generated within an air jet. The interaction of the
radiated ultrasonic field from an ultrasonic transducer within
the gas flow has been studied for the first time. The aim of
this work was to obtain a transduction system using air jets
to form an ultrasonic waveguide; the present work represents
an initial study of the complicated phenomena that would
result.

A capacitive transducer was chosen as the source, be-
cause of its wide bandwidth and well-damped response. This
was then inserted into a pipe, and the radiated field measured
as a function of exit nozzle design and gas flow rate. The

FIG. 13. Radiated ultrasonic fields from the 5-mm-diam ogive nozzle, for
exit jet velocities of 4.5, 9.0 and 19.8 ms21.
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ogive nozzle, designed to produce an effective gas jet with
low energy loss, was selected, and tested at various flow
rates. It was found that, with the gas jet at ambient tempera-
tures, the effect of increased flow rate was to induce diver-
gence of the radiated ultrasonic beam. This agrees with ear-
lier studies of acoustic signals in gas jets, at lower~audible!
frequencies, and arose from the increased acoustic velocity
in the direction of gas flow. Experiments were thus per-
formed in which the air jet was cooled to temperatures below
ambient. It was demonstrated that, for the same exit veloci-
ties, the directional characteristics of the ultrasonic beam
could be influenced. At lower temperatures, the acoustic ve-
locity within the air jet decreased. This was seen to result in
a more directional ultrasonic field, with the gas jet acting as
a waveguide.

Further experiments are under way to investigate this
phenomenon further. Of particular interest will be to deter-
mine whether the technique can be used to propagate ultra-
sound over larger distances then previously, with a reduced
attenuation, but with a good directivity. This will use lower
temperatures, and mixtures of gases other than air. This work
will be reported in due course.
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Acoustic attenuation in a mixture of gases results from the combined effects of molecular relaxation
and the classical mechanisms of viscosity and heat conduction. Consequently, the attenuation
depends on the composition of the gas mixture, acoustic frequency, temperature, and pressure. A
model of the relaxational attenuation that permits the calculation of acoustic attenuation is used to
predict the effect of composition, frequency, temperature, and pressure on the acoustic attenuation
in a three-component gas mixture of nitrogen, methane, and water vapor. The attenuation spectrum
is dependent upon the composition through the appearance of peaks in the spectrum related to the
relaxation frequencies of the particular components and their relaxing complexes. The relaxation
peak related to methane dominates except at low methane concentrations, where the nitrogen peak,
which is dependent upon the water vapor and methane concentration, is evident. Temperature and
pressure significantly alter the relaxation frequency and the degree of attenuation, but water vapor
plays little role in the attenuation. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1413999#

PACS numbers: 43.35.Ae, 43.35.Fj@SGK#

I. INTRODUCTION

Molecular relaxation and the classical mechanisms of
viscosity and heat conduction determine the acoustic attenu-
ation in a mixture of gases, depending on the composition of
the gas mixture, the acoustic frequency, the temperature, and
the pressure. The absorption and dispersion of sound waves
in polyatomic gases due to molecular relaxation has been
studied for nearly seven decades.1–6 The molecular relax-
ation processes can lead to a complicated mechanism of
vibrational–translational and vibrational–vibrational energy
transfer between different molecular energy levels resulting
in several effective relaxation frequencies, depending on the
vibrational modes of the species involved in the relaxation
processes. The relaxational attenuation has been modeled for
pure gases, binary mixtures of gases, and air with carbon
dioxide in several ways.5–9 We have recently extended the
Schwartz, Slawsky, and Herzfeld model5 for the relaxational
component of attenuation to a mixture of three or more poly-
atomic gases at room temperatures based on molecular
constants.10 Although experimental data against which to
compare the model are sparse, our theoretical prediction of
attenuation for a binary mixture of nitrogen and water vapor
and for pure methane match experimental results quite
well.10

In this paper, we continue our earlier work by using our
model to predict the effect of composition, frequency, tem-
perature, and pressure on the acoustic attenuation in a three-
component gas mixture of nitrogen, methane, and water va-
por. We investigate this particular combination of gases for
two reasons. First, the values of the molecular constants nec-
essary to calculate the transition probabilities are available in
the literature. Second, the nitrogen–methane–water mixture
is representative of gas mixtures that are industrially impor-
tant. For low concentrations of methane, the mixture is rep-

resentative of a combustible air–fuel mixture, with the nitro-
gen and water vapor representing moist air.~Obviously, the
neglect of oxygen in this simplified model is significant.! For
high concentrations of methane, the mixture is representative
of natural gas, which consists of 75%–99% methane with
smaller quantities of higher hydrocarbons and inert compo-
nents including nitrogen and water vapor.11

The focus in this paper is to investigate the effect of
composition, frequency, temperature, and pressure on acous-
tic attenuation using the model from our earlier work.10

While all of these factors are expected to play a role in the
degree of attenuation, the dependence of attenuation on each
of them is not readily apparent. The model from our earlier
paper permits the independent variation of each of the factors
to determine their impact on the attenuation. This allows the
prediction of the acoustic attenuation under a variety of con-
ditions in multicomponent gas environments.

II. THE MODEL FOR ACOUSTIC ATTENUATION

A complete description of the theoretical model that we
used to calculated the results presented here is given in Dain
and Lueptow.10 Here we only describe the highlights of the
model. The theory is based on the Euler gas equations to
model a continuous medium consisting of a polyatomic gas
mixture accompanied by nonlinear semimacroscopic popula-
tion equations for the number of molecules in a given energy
state.12 We assume no diffusion of gas components and ig-
nore the effect of rotational relaxation on the acoustic attenu-
ation, since the rotational relaxation contribution is quite
similar to the classical contribution at the frequencies that we
are considering9,13 and is negligible in the range of frequen-
cies where the vibrational relaxation is significant.

The Euler equations are in the standard form except that
the total energy of the gas mixture depends not only on the
gas temperature, but also on the internal temperatures of the
excited molecular mode. Molecules gain and lose vibrationala!Electronic mail: r-lueptow@northwestern.edu
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and translational energy in collisions by vibrational–
translational and vibrational–vibrational energy exchange.
We assume that at room temperature only the lowest vibra-
tional modes are significant and only one-quantum colli-
sional reactions are possible. The relaxation equations are
dependent on the collision rates of molecules based on ki-
netic theory for a gas of rigid spheres and the transitional
probabilities of energy exchange per collision between dif-
ferent vibrational modes based on a solution of the Schro¨-
dinger equation.6 The resulting system of first-order differen-
tial equations can be solved numerically for the internal
temperatures related to the excited modes and substituted
into the Euler energy equation, which is solved assuming a
plane acoustic wave. The attenuation due to viscous dissipa-
tion and irreversible heat conduction are based on the clas-
sical formulation by Stokes and Kirchhoff14 using the coef-
ficient of shear viscosity, the thermal conductivity, and the
specific heats of the gas mixtures calculated according to
commercial software.15

In this paper we use the relaxation model along with the
classical mechanisms to analyze the acoustic attenuation un-
der a variety of conditions. We present the results of compu-
tational experiments to determine the effects of composition,
frequency, temperature, and pressure. The goal of these com-
putational experiments is to determine the nature of the ef-
fect of these variables on the acoustic attenuation.

III. RESULTS

A. Effects of composition

We first consider the effect of composition on the acous-
tic attenuation spectrum for a temperature of 297 K and a
water vapor concentration of 3%, near its maximum value at
this temperature and a pressure of 1 atm. Figure 1 shows the
acoustic attenuation spectrum for 100% methane and for 0%,
10%,20%, . . . ,90% methane concentrations with 3% water
vapor and the remainder nitrogen. Bold curves represent the
total attenuation~relaxational plus classical! while the fine
curves represent the relaxational component of attenuation

plotted againstf /P, where f is the frequency andP is the
pressure. This horizontal scale reflects the dependence of the
relaxation time on energy exchange between molecules. The
time between molecular collisions is inversely proportional
to the pressure. Consequently, the relaxation frequency,
which is the inverse of the relaxation time, is proportional to
pressure. This proportionality is expressed by the depen-
dence of attenuation on the quotientf /P. The acoustic at-
tenuationa is nondimensionalized by the wavelength of the
soundl, which in turn is dependent on the frequency and
speed of sound for that gas composition.

It is immediately evident from Fig. 1 that the relax-
ational component of attenuation dominates at low frequen-
cies. The classical component of relaxation dominates at
high frequencies. The peak in the curves atf /P
;105 Hz/atm is the relaxation frequency related to the relax-
ation of methane modified slightly by the presence of nitro-
gen and water. The attenuation at the relaxational frequency
of methane is so large that it dominates classical attenuation
and the relaxational frequency of nitrogen, which occurs at
much lower frequencies and is not evident on the scale of
Fig. 1. The relaxational frequency occurs at higher frequen-
cies as the fraction of methane in the mixture increases. For
pure methane, this relaxational frequency is atf /P;1.5
3105 Hz/atm based on our model. The dominance of classi-
cal attenuation at high frequencies comes about because of
the dependence of both shear viscosity and heat conductivity
contributions to the attenuation on the square of the
frequency.14,16

The results in Fig. 1 also show a strong dependence of
the attenuation on composition in the frequency range
105 Hz/atm, f /P,106 Hz/atm. At low frequencies (f /P
,104 Hz/atm) and in the range of frequencies where classi-
cal attenuation begins to dominate (f /P.106 Hz/atm), the
dependence of the attenuation on composition is minimal.

It is helpful to plot the attenuation spectra at 1 atm using
a dimensional scale for the attenuation, as shown in Fig. 2, to
clearly show the wide range of attenuation. Again we show
the attenuation for gas compositions ranging from 0% to
90% methane with 3% water and the remainder nitrogen as

FIG. 1. Nondimensional acoustic attenuation spectrum for
0%,10%,20%, . . . ,100% methane concentrations~from lowest to highest at
the relaxational peak! with 3% water vapor~except for 100% methane! and
the remainder nitrogen at 297 K. Bold curves are the total attenuation~re-
laxational plus classical! and fine curves are the relaxational component
only.

FIG. 2. Dimensional total acoustic attenuation spectrum for
0%,10%,20%, . . . ,100% methane concentrations~from lowest to highest at
105 Hz! with 3% water vapor~except for 100% methane! and the remainder
nitrogen at 1 atm and 297 K.
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well as 100% methane. The knee at the lower frequency for
0% methane is related to the relaxation frequency of nitro-
gen. The knee at nonzero methane concentrations is associ-
ated with the relaxation frequency of methane. The attenua-
tion is greatest at the highest frequencies. The dependence of
the attenuation on the methane concentration is greatest for
105 Hz, f ,106 Hz. In this frequency range, the attenuation
can vary be more than an order of magnitude with methane
concentration.

We now return briefly to the issue of including the rota-
tional relaxation contribution. Although we cannot calculate
this contribution because the appropriate values for methane
are not available, we can assume that the rotational relax-
ation contribution is less than the classical contribution. If a
contribution this large were added to the classical contribu-
tion, the only effect in Fig. 1 would be a negligible leftward
shift of the attenuation spectrum at the highest frequencies
( f /P.106 Hz/atm), where classical contributions dominate.
Likewise, there would be a very slight upward shift in the
dimensional curves in Fig. 2 forf .106 Hz. Thus, qualitative
results including rotational relaxation are identical to those
shown and the quantitative results only change by an incon-
sequential amount.

As mentioned earlier, the relaxation frequency of nitro-
gen is not evident in Fig. 1 and is only visible for zero
methane concentrations in Fig. 2. This is a consequence of
the large relaxational effect of methane. The relaxational fre-
quency of nitrogen becomes evident only at low concentra-
tions of methane as shown in Fig. 3. Note that the vertical
scale in Fig. 3 is greatly expanded compared to Fig. 1 to
make visible the relaxation frequency of nitrogen atf /P
;103 Hz/atm. When no methane is present, only the relax-
ation frequency of nitrogen as modified by water is evident.
The presence of water vapor increases the relaxational fre-
quency above the relaxational frequency for pure nitrogen of
about 9 Hz/atm.17 The relaxation peak related to water vapor
is too small to appear as a separate relaxational peak in the
spectrum. The presence of even small quantities of methane
~as small as 1%! results in the appearance of a strong relax-

ational peak for methane. As the fraction of methane in-
creases, the relaxation frequency for the nitrogen shifts to
higher frequencies and the attenuation due to the methane
increases so that the methane peak dominates. The effect of
nitrogen is evident only as a slight kink in the curve at
103 Hz/atm for 2% methane and higher concentrations.

Varying the water vapor concentration over nearly the
full range of compositions thermodynamically possible at
this temperature and pressure has little effect on the relax-
ational attenuation, as indicated in Fig. 4. The small effect of
water vapor on the relaxational attenuation near 103 Hz/atm
occurs because the relaxational peak for nitrogen is shifted to
the right in the presence of water. The more obvious effect of
water vapor is to increase the amplitude of the relaxational
peak for methane near 104 Hz/atm and shift the peak to a
slightly higher frequency due to the methane–water relax-
ational complex. Nevertheless, the influence of water vapor
on the attenuation spectrum is much smaller than the influ-
ence of similar concentrations of methane.

Given the strong dependence of acoustic attenuation on
the fraction of methane in the mixture, one might consider
the relationship between the attenuation and the methane
concentration by plotting the total dimensionless attenuation
~relaxational plus classical! as a function of composition for
several frequencies, as shown in Fig. 5. Three curves are
plotted for each frequency corresponding to water vapor con-
centrations of 0%, 1.5%, and 3% with nitrogen making up
the remainder of the mixture.~The concentration of water
vapor is evident at the right end of the curves. The curve
ending furthest to the left is 3% water vapor, and the curve
ending furthest to the right is 0% water vapor.! The near
overlap of the curves for different water vapor concentration
confirms that the presence of water vapor is nearly inconse-
quential compared to the effect of methane concentration. At
the lowest frequencies, the nondimensional attenuation is not
a monotonic function of the methane fraction. The attenua-
tion at the higher frequencies increases monotonically with
methane fraction.

The dimensional attenuation at ten frequencies ranging

FIG. 3. Nondimensional acoustic attenuation spectrum for 0%, 1%, 2%, 3%,
and 4% methane concentrations~from lowest to highest at 104 Hz/atm! with
3% water vapor and the remainder nitrogen at 297 K. Bold curves are the
total attenuation and fine curves are the relaxational component only.

FIG. 4. Nondimensional acoustic attenuation spectrum for 0%, 1%, 2%, and
3% water vapor concentrations~from lowest to highest at 104 Hz/atm! with
4% methane and the remainder nitrogen at 297 K. Bold curves are the total
attenuation and fine curves are the relaxational component only.
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from 100 kHz to 1 MHz is shown in Fig. 6. The dimensional
attenuation is much larger at higher frequencies than at lower
frequencies. However, the dimensional attenuation is not a
monotonic function of methane concentration for high fre-
quencies~800 kHz–1 MHz! at low methane concentrations
or the lowest frequency~100 kHz! at high methane concen-
trations. At frequencies from 200 to 700 kHz the dimensional
acoustic attenuation is monotonic, varies substantially over
the range of methane concentrations, and is significant in
magnitude. For instance, the attenuation at 500 kHz mono-
tonically varies by nearly a factor of 6 froma53.3 m21 at
0% methane toa519.0 m21 at 100% methane.

The molecular relaxation not only affects attenuation,
but also alters the sound speed. The sound speedc normal-
ized by the equilibrium sound speedc0 is plotted in Fig. 7 as
a function of frequency. The equilibrium sound speed is that
at low frequencies~much less than the relaxation frequency!
calculated based on the classical equation using the transla-
tional temperature.18,19 As shown in Fig. 7, the normalized
sound speed increases slightly at the relaxation frequency of
methane, but the increase is quite small, even for very large
methane concentrations. This increase comes about when the

frequency of the sound wave is sufficiently high so that its
period is less than the relaxation time of methane. Under
these conditions, the specific heat at constant volume, which
is based on the internal energy of the gas, is decreased be-
cause of the reduced contribution of the vibrational energy
transfer resulting in a higher sound speed.20 Of course, the
increase in the equilibrium sound speedc0 with methane
concentration because of the decreased molecular weight of
the mixture, which is not evident in Fig. 7 because of the
normalization scheme, is much greater than the increase due
to molecular relaxation at high frequencies.

B. Effect of temperature

The effect of temperature on the attenuation is shown in
Fig. 8. In these figures, two curves are plotted at 297 and 323
K, one for 0% water vapor and the other for 3% water vapor.
At the lowest temperature, 243 K, only 0% water vapor is
considered because of the low partial pressure of water. At
the low methane concentration, the effect of variation in tem-
perature on the nondimensional attenuation is small, as
shown in Fig. 8~a!. However, at higher methane concentra-
tions the effect of temperature is quite significant@Figs. 8~b!
and~c!#, particularly near the relaxational frequency of meth-
ane. In these cases, an increase in temperature results in a
slight increase in the relaxational frequency and a substantial
increase in the relaxational attenuation. The curves merge at
low frequencies. At high frequencies, the classical attenua-
tion increases substantially but the curves do not merge. In
all cases, the water vapor plays little role in the effect of
temperature on attenuation, as is evident from the curves for
0% and 3% water vapor concentrations overlaying each
other.@In Fig. 8~a!, the separate curves are only evident at the
relaxational frequency of methane. In Figs. 8~b! and~c!, the
curves are so close that they appear only as thickened
curves.#

C. Effect of pressure

All of the spectra to this point~except Fig. 2! have used
the frequency divided by pressure as the independent vari-

FIG. 5. Dependence of nondimensional total attenuation on methane con-
centration for 0%, 1.5%, and 3% water vapor with the remainder of the
mixture nitrogen at 297 K.~The curve ending furthest to the left at the right
end is 3% water vapor, and the curve ending furthest to the right is 0% water
vapor.!

FIG. 6. Dependence of dimensional total attenuation on methane concentra-
tion for 0% water vapor with the remainder of the mixture nitrogen at 1 atm
and 297 K. The curves correspond to 100 kHz increments in frequency.

FIG. 7. Dependence of the sound speed normalized by the equilibrium
sound speed on frequency for 0%,10%,20%, . . . ,90%,97% methane con-
centrations~from lowest to highest at the highest frequency! with 3% water
vapor and the remainder nitrogen at 297 K.
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able reflecting the natural dependence of the nondimensional
relaxational attenuation on pressure. It is, however, instruc-
tive to directly consider the effect of pressure on the spec-
trum of the attenuation,a, as shown in Fig. 9. The variation
in pressure noticeably shifts the attenuation spectrum. How-
ever, the shape of the spectrum is essentially unchanged.
Nevertheless, at any one frequency, the shift in the spectrum
due to pressure has a significant effect on the attenuation at
that frequency.

IV. SUMMARY

Our interest in a predictive model for acoustic attenua-
tion came about because of the relation of the acoustic at-
tenuation spectrum to gas composition. The key issue that
arises is the dependence of acoustic attenuation on composi-
tion given the variability in temperature, pressure, and con-
taminants such as water vapor. Consider the acoustic attenu-
ation at a frequency of 500 kHz for which the dependence of
the attenuation on the fraction of methane was shown in Fig.
6. The attenuation is monotonic, relatively large, and varies
by nearly an order of magnitude over the range of methane
concentrations. But consider the extremes of the conditions
for outdoor ambient temperatures from 243 to 323 K and
water vapor concentrations from 0 to 3%. Except at the low-
est methane concentration shown in Fig. 8, the attenuation
varies substantially over this temperature range at 500 kHz.
However, the variation of the attenuation with humidity at
any particular temperature is negligible. We might also con-
sider situations where the pressure changes. From Fig. 9, it is
evident that the attenuation varies by a factor of 2 at 500 kHz
for pressures from 0.5 to 2.0 atm.

To summarize, we have used a model of relaxational
attenuation along with the model for classical attenuation to
predict the total acoustic attenuation in a three-component
mixture of nitrogen, methane, and water vapor. The attenua-
tion spectrum is dependent upon the composition through the
appearance of peaks in the spectrum related to the relaxation
frequency of the particular components and their relaxing
complexes. The relaxation peak related to methane domi-
nates the spectrum except at very low methane concentra-
tions, where the nitrogen peak is evident. Classical attenua-
tion plays a significant role at high frequencies. Temperature
and pressure significantly alter the relaxation frequency and
the degree of attenuation. But the presence of water vapor
plays little role.
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FIG. 8. Effect of temperature on the nondimensional total attenuation spec-
trum. For 297 and 323 K, the curves for 0% and 3% water vapor concen-
trations are shown, although they overlap in most cases. For 243 K, the
water vapor concentration is zero:~a! 3% methane, 0% and 3% water vapor,
and remainder nitrogen;~b! 50% methane, 0% and 3% water vapor, and
remainder nitrogen;~c! 90% methane, 0% and 3% water vapor, and remain-
der nitrogen.

FIG. 9. Effect of pressure on the dimensional total attenuation spectrum for
50% methane, 3% water vapor, 47% nitrogen.
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A new technique to experimentally determine the electrostrictive coefficients of thin polymer films
is presented. This technique is a second-order extension of the first-order quasistatic method for the
measurement of piezoelectric coefficients previously introduced by Guillot and Jarzynski@J. Acoust.
Soc. Am.108, 600–607~2000!#. In the present method, electrically induced strains are measured
optically on a rubber-encapsulated sample. These strains are used in a Rayleigh–Ritz procedure that
minimizes the total energy of the sample and whose output is a set of three tensile electrostrictive
coefficients. The total energy of the sample includes elastic contributions from the polymer and the
encapsulating rubber as well as two quadratic electromechanical terms corresponding to Maxwell
stress and to electrostriction. Therefore, the external electrostatic effects can be separated from the
intrinsic electrostrictive behavior, and the measured coefficients are true material properties. Data
obtained on two types of polyurethanes submitted to a bias field of approximately 4 MV/m at 2 kHz
and at room temperature are presented. It was found that these materials possess very large
electrostrictive coefficients and that the Maxwell stress effect is responsible for less than 13% of
their total electromechanical behavior. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1416905#
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I. INTRODUCTION

Polymer materials with electromechanical properties
such as piezoelectricity are of interest in many fields of
acoustics, where they are used in a large number of applica-
tions including sonars, loudspeakers, ultrasonic transducers,
and actuators. Renewed interest in polymers for electro-
mechanical applications has sprung from the discovery of a
very large electrostrictive effect in some polyurethane elas-
tomers,1 which makes these materials exciting new transduc-
tion materials. The substantial magnitude of the observed
strains combined with the polyurethanes’ high compliance
has lead some researchers to investigate the possibility of
using electrostrictive polymer films as advantageous alterna-
tives to piezoelectric materials~such as polyvinylidene fluo-
ride, or PVDF! in sonar2 and loudspeaker3 designs. Their
unique properties can also be exploited in special actuator
applications,4 where requirements combine large displace-
ments and compact size, as is the case for microactuators
used in the construction of microelectromechanical systems
~MEMS!.5 Other potential applications include interactive
tactile Braille readers for the blind6 and artificial muscles.7

However, the poor fundamental understanding of elec-
trostriction in polyurethanes and the lack of reliable and
complete electrostrictive coefficient data has hindered the de-
velopment of polyurethane-based electromechanical applica-
tions. The extremely soft nature of these materials renders
the determination of their electromechanical coupling con-
stants quite delicate, because the measurement results are
extremely sensitive to the experimental conditions~espe-

cially the mechanical boundary conditions!. For this reason,
established methods that have been successfully used to
measure electrostrictive coefficients on harder materials such
as ceramics and glass8–10 cannot be readily applied to poly-
urethanes. Most of the available polyurethane data have been
obtained on constrained samples,11–15and therefore represent
apparent coefficients rather than true coefficients. Further-
more, most studies have concentrated on measuring only one
constant, the thickness coefficient.1,16

Therefore, it appeared that both the fundamental under-
standing of polyurethane electrostriction as well as its prac-
tical use would benefit from accurate measurements of a
completeset of true electrostrictive coefficients. The present
article introduces a technique capable of performing such
measurements. The technique is an extension of a method
recently introduced to measure piezoelectric coefficients on
polymer films,17 where unelectroded samples are sandwiched
between an aluminum plate~acting as a rigid backing! and
an aluminum foil using two layers of a soft silicone rubber.
Electric field-induced strains are optically measured in all
three directions by a laser Doppler vibrometer and used as
input parameters in a Rayleigh–Ritz energy minimization
procedure implemented symbolically in Mathcad. The exact
mechanical boundary conditions are automatically taken into
account in the procedure by considering the appropriate en-
ergy functional for the sample, which results in the determi-
nation of the true tensile electrostrictive coefficients. There-
fore, the measured coefficients are intrinsic material
constants of the polyurethanes.

This article is divided into four sections. In Sec. II, basic
definitions are presented in order to familiarize the reader
with the phenomenon of electrostriction in polymers and toa!Electronic mail: francois.guillot@me.gatech.edu
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introduce some concepts necessary for establishing the ana-
lytical framework of the method. Section III introduces the
method itself, focusing on the sample preparation and mea-
surements as well as on the energy minimization procedure.
Section IV deals with experimental results obtained on two
different types of polyurethanes. Finally, conclusions are
drawn in Sec. V.

II. ELECTROSTRICTIVE CONSTITUTIVE EQUATIONS
AND MAXWELL STRESS EFFECT

The purpose of this section is to introduce the equations
governing the electromechanical behavior of electrostrictive
materials and to introduce the coefficients that the method
presented in this article aims at measuring.

A. Electrostrictive constitutive equations

Electrostriction is a second-order coupling between elec-
trical and mechanical variables. Following the formalism in-
troduced by Mason,18 and choosing the strainsSkl and the
electric fieldsEm as independent variables, one can expand
the stressesXi j and the electric displacementsDn into a
second-order Taylor series about their zero position:

Xi j 5
]Xi j

]Skl
Skl1

]Xi j

]Em
Em1

1

2
Sqr

]2Xi j

]Sqr]Skl
Skl

1Skl

]2Xi j

]Skl]Em
Em1

1

2
Eo

]2Xi j

]Eo]Em
Em , ~1!

Dn5
]Dn

]Skl
Skl1

]Dn

]Em
Em1

1

2
Sqr

]2Dn

]Sqr]Skl
Skl

1Skl

]2Dn

]Skl]Em
Em1

1

2
Eo

]2Dn

]Eo]Em
Em. ~2!

The first-order partial derivatives define the following famil-
iar constants:

elastic stiffness coefficients at constant electric field:

ci jkl
E [

]Xi j

]Skl
, ~3!

dielectric permittivity coefficients at constant strain:

«nm
S [

]Dn

]Em
, ~4!

piezoelectric stress coefficients:

emi j[2
]Xi j

]Em
5

]Dm

]Si j
, ~5!

which relate to the second-order partial derivatives as fol-
lows:

]2Xi j

]Sqr]Skl
5

]

]Sqr
S ]Xi j

]Skl
D5

]ci jkl
E

]Sqr
, ~6!

]2Xi j

]Skl]Em
55

]

]Em
S ]Xi j

]Skl
D5

]ci jkl
E

]Em
,

]

]Skl
S ]Xi j

]Em
D5

]

]Skl
S 2

]Dm

]Si j
D

52
]2Dm

]Skl]Si j
52

]emi j

]Skl
,

~7!

]2Xi j

]Eo]Em
55

]

]Eo
S ]Xi j

]Em
D52

]emi j

]Eo
,

]

]Eo
S 2

]Dm

]Si j
D52

]2Dm

]Eo]Si j

5
]

]Si j
S 2

]Dm

]Eo
D52

]«mo
S

]Si j
,

~8!

]2Dn

]EoEm
5

]

]Eo
S ]Dn

]Em
D5

]«nm
S

]Eo
. ~9!

The coefficients defined in Eqs.~6! and~9! are the quadratic
stiffnesses and quadratic dielectric coefficients at constant
strain, respectively. The other quantities appearing in Eqs.
~7! and ~8! represent second-order coupling between me-
chanical and electrical variables. For polyurethane materials,
however, a number of simplifying assumptions apply:~1!
They do not exhibit any piezoelectric behavior and theiremi j

coefficients are therefore zero.~2! Their quadratic stiffness
coefficients defined by Eq.~6! are negligible.~3! The varia-
tions of their stiffness coefficients with respect to the electric
fields are negligible, and the coefficients defined by Eq.~7!
are therefore ignored. The only two relevant second-order
quantities left are, therefore,

electrostrictive stress coefficients:

Qmoi j[
1

2

]«mo
S

]Si j
5

1

2

]emi j

]Eo
, ~10!

quadratic dielectric permittivity coefficients at constant
strain:

Onmo
S [

1

2

]«nm
S

]Eo
. ~11!

Therefore, in the case of electrostrictive polyurethanes, Eqs.
~1! and ~2! reduce to

Xi j 5ci jkl
E Skl2Qmoi jEmEo , ~12!

Dn5«nm
S Em12QnmklEmSkl1Onmo

S EmEo . ~13!

These are the constitutive equations describing the electro-
mechanical behavior of the material. Note that Eq.~10! pro-
vides the most fundamental definition of electrostriction,
which is a phenomenon that stems from the variations of the
dielectric properties of a material with respect to mechanical
variables. By analogy with piezoelectricity, one can also de-
fine electrostrictivestrain coefficientsMmoi j , which relate
the strains to the square of the electric field

Si j 5Mmoi jEmEo . ~14!

It can be easily shown that they satisfy the following rela-
tionship,

2981J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Guillot et al.: Electrostrictive polymers



Qmoi j5Mmoklckli j
E ,

and that they are analogous to thedmi j piezoelectric coeffi-
cients. TheMmoi j coefficients are the quantities that are to be
experimentally obtained in order to characterize the electro-
strictive behavior of the polyurethanes.

B. Maxwell stress effect

Maxwell stress is a well-known quantity that results
from the electrostatic interaction between two surfaces
charged with opposite charges.19 In the case of a thin film of
polymer material, if a voltage is applied in order to create an
electric field in the thickness direction of the film, this volt-
age will generate charges of opposite signs on the two sur-
faces of the film perpendicular to the thickness direction.
This creates an attraction between the two surfaces which
results in the deformation of the film. The corresponding
stress~Maxwell stress! is related to the square of the electric
field, and is therefore a quadratic effect analogous to elec-
trostriction, but one should realize that Maxwell stress is an
external effect, independent of intrinsic electromechanical
properties of the material such as the ones represented by the
Mmokl coefficients. Nonetheless, this external effect needs to
be taken into account in the analysis, because it will contrib-
ute to the deformation of the film in exactly the same manner
as the electrostrictive effect. In the case of a homogeneous
dielectric, Maxwell stress is given by20

Xi j
Max5« ik

S EkEj2
1
2« i j

SEkEk . ~15!

This expression needs to be incorporated into Eq.~12! in
order to fully characterize the quadratic electromechanical
behavior of the material. Although Eq.~15! clearly indicates
that Maxwell stress is proportional to the square of the elec-
tric field, it is not exactly in the same tensor form as Eq.~12!.
To combine these two equations in a significant manner us-
ing the same notation, one should consider the particular
case of the electrical excitation that is used in our measure-
ments. As will be explained in Sec. III, the only nonzero
component of the electric field vector isE3,

~E! t5~0 0 E3!. ~16!

The quadratic electric field tensorEmEo appearing in Eq.
~12! can be written as a vector with the following structure:

EmEo5~E2! t5~E1
2 E2

2 E3
2 E2E3 E1E3 E1E2!,

~17!

which, for our measurements, will therefore reduce to

EmEo5~E2! t5~0 0 E3
2 0 0 0!. ~18!

In this case, the only nonzero components of the Maxwell
stress tensor@Eq. ~15!# are

X11
Max52 1

2«11
S E3

2,

X22
Max52 1

2«22
S E3

2, ~19!

X33
Max5 1

2«33
S E3

2,

which can be expressed in tensor form as

Xi j
Max5Maxmoi jEmEo , ~20!

where Maxi jmo is the Maxwell tensor defined as

@Max#5Maxi jmo5
1

2 3
0 0 0 0 0 0

0 0 0 0 0 0

2«11
S 2«22

S «33
S 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

4 .

~21!

Therefore,for the particular case of the electrical excitation
used in our measurements, Eqs.~12! and ~15! can be com-
bined to yield

Xi j 5ci jkl
E Skl1~Maxmoi j2Qmoi j!EmEo . ~22!

Equation~22!, along with Eq.~13!, completely describes the
electromechanical behavior of the polyurethane films in the
configuration used for our measurements. It should be em-
phasized once more that, strictly speaking, the Maxwell ten-
sor does not belong to the electrostrictive equations, but that
it should be taken into account in the measurements. Since
the Maxwell tensor is completely determined by the knowl-
edge of the dielectric permittivity coefficients of the material,
it is possible to factor out its contribution to the total re-
sponse of the film and therefore to identify the isolated con-
tribution due to theQmoi j ~or Mmoi j! tensor only. The next
section presents the principles of the method to perform
these measurements.

III. PRINCIPLE OF THE METHOD

A. Sample preparation and measurements

The sample preparation and the measurements are essen-
tially the same as the ones used in the piezoelectric case, and
the reader is therefore referred to our previous publication17

for a complete description of the experimental procedure.
The main features of these procedures are briefly summa-
rized below. Figure 1 depicts the sample configuration for the
experimental measurements. The polyurethane film~whose
Young’s modulus varies from 7 to 30 MPa for the materials
studied here! is attached to the aluminum plate and to the
aluminum foil using two layers of soft silicone rubber
~whose Young’s modulus is 5.3 MPa!. The plate acts as a
rigid backing and forces the film to deform only in a thick-
ness mode~suppressing spurious bending modes! whereas
the foil is free to move in the 3-direction. The voltage is
applied between the plate and the foil, thereby eliminating
the need for deposited metal electrodes, which would greatly
constrain the film. The plate and the foil are essentially elec-
trodes, but they are mechanically decoupled from the poly-
mer by the silicone layers, whose effect on the film deforma-
tion can be completely taken into account in the energy
minimization procedure. The electrical excitation consists of
an ac voltage at frequencyf combined with a large dc bias
voltage, and it is given byV5Vaccos (vt)1Vdc. Further-
more, the electric field inside the polymer is given byEp

5V/(2t12h«p /« r), where«p and« r are the dielectric con-
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stants of the polyurethane and the silicone rubber, respec-
tively. The induced strains are proportional to the square of
the electric field

Ep
25F 1

2t12h«p /« r
G2F1

2
Vac

2 1Vdc
2 12VacVdccos~vt !

1
1

2
Vac

2 cos~2vt !G ,
which possesses three components: a dc term, a first-order
term ~at frequencyf!, and a second-order term~at frequency
2 f !. The laser vibrometer performs dynamic measurements,
and the dc term is therefore not taken into account. Further-
more, since the amplitude of the first-order term is propor-
tional to the large dc bias voltage, this term is the dominant
one in the above equation, and it is therefore the easiest one
to obtain experimentally. The vibrometer~configured for
out-of plane displacement measurements! is then used to

measure the electrostrictive strains at frequencyf in all three
directions, as illustrated in Fig. 2. It provides three experi-
mental displacement values:u1(L), u2(w), andu3(t). The
next section will explain how these values are used in the
Rayleigh–Ritz procedure to obtain the electrostrictive coef-
ficients of the materials.

B. Rayleigh–Ritz minimization procedure

1. Admissible displacement fields

Implementing the Rayleigh–Ritz procedure first requires
the choice of a set of trial functions for the displacement
fields inside the polyurethane film. Finite-element simula-
tions were performed in order to determine what kind of
admissible displacement fields had to be considered to model
the deformation of the sample depicted in Fig. 1. The results
of these simulations indicated that the sides of the sample
exhibited a curved displacement profile across the film thick-

FIG. 1. Polyurethane film encapsu-
lated in silicone rubber. Typical
sample dimensions are 4 mm by 6
mm; 2t varies between 50 and 100mm
from sample to sample;h is on the or-
der of 10mm, and the aluminum foil
thickness is 17mm.

FIG. 2. Vibrometer measurement loca-
tions. u1(L), u2(w) andu3(t) are the
experimental values of the electric
field-induced displacements in the
three directions~2L, 2w, and 2t are
the film dimensions!.
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ness. The simplestu1(x1 ,x2 ,x3) andu2(x1 ,x2 ,x3) displace-
ment fields of this type that can be assumed possess a qua-
dratic dependence with respect to thex3 coordinate:

u1~x1 ,x3!5x1FDL

2L
1A~ t22x3

2!G , ~23!

u2~x2 ,x3!5x2FDw

2w
1B~ t22x3

2!G . ~24!

In Eqs. ~23! and ~24!, 2L, 2w, and 2t are the length, the
width, and the thickness of the sample, respectively,DL and
Dw are the total sample elongations in the 1- and
2-directionsalong the polymer–rubber interface, andA and
B are constants. The correspondingu3(x1 ,x2 ,x3) displace-
ment field is given by

u3~x3!5x3FDt

2t
1C~ t22x3

2!G1
Dt

2
, ~25!

whereDt is the total thickness change andC is another con-
stant. When compared to the results of the finite element
analysis, it was found that the above displacement field ac-
curately described the polyurethane deformations and they
were therefore chosen for the energy minimization proce-
dure. The polyurethane displacement fields in the 1–3 plane
are illustrated in Fig. 3.

Given the above displacement fields, the next step is to
determine what the output of the optical system is, i.e., how
u1(L), u2(w), andu3(t) relate to the quantities appearing in
Eqs. ~23!–~25!. The simplest case is addressed first, that of
the thickness measurement. To measureu3(t), the incident
light of the optical probe is focused on the aluminum foil,
whose motion is uniform in the 1–2 plane. Therefore,

u3~ t !5u3~x3! ux35t5Dt. ~26!

The other two measurements ofu1(L) and u2(w) are ren-
dered more complicated by the fact that the incident light
beam diameter~80 mm! is on the same order as the sample

thickness~2t varies between 50 and 100mm for the films
used in this work!. This situation is illustrated in Fig. 4, in
the case of measurements along the 1-direction. One can see
that the optical probe output is an average of the displace-
ment profile over the light beam area. For the case illustrated
by Fig. 4, where the beam axis is collinear with the mid-
section axis of the sample side, the modulation of the light
scattered from the side of the sample is proportional to

u1~L !5
1

2r E2r

r

u1~L,x3! dx3 , ~27!

wherer is the light beam radius. In cases where the sample
thickness 2t is less than the beam diameter 2r , thenr needs
to be replaced byt in the above integration. Equation~27!
can be easily evaluated and yields

u1~L !5
DL

2
1ALS t22

r 2

3 D . ~28!

Similarly, measurements along the 2-direction yield

u2~w!5
Dw

2
1BwS t22

r 2

3 D . ~29!

The validity of the above two equations was verified experi-
mentally by measuringu1(L) and u2(w) at different loca-
tions across the sample thickness and by using these experi-
mental values to successfully reconstitute the displacement
profiles of the sides given by Eqs.~23! and ~24!. Equations
~28! and~29!, along with Eq.~26!, define the experimentally
measured values provided by the laser vibrometer. The next
section examines how these values are used in the Rayleigh–
Ritz minimization procedure in order to obtain the electro-
strictive coefficients.

2. Energy functional

In this section, the energy functional of the sample~in-
cluding the polyurethane film and both rubber layers! is de-

FIG. 3. Polyurethane sample displace-
ments in the 1–3 plane. The aluminum
foil and the upper rubber layer are not
shown.
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rived. Quasistatic conditions are assumed and the kinetic en-
ergy is therefore neglected, since the driving frequency is
well below the fundamental thickness resonance frequency.
Assuming that the sample is subjected to a quasistatic elec-
tric field at a constant temperature, the electric Gibbs free
energyG2 is a minimum for the sample.G2 is defined as21

G25U2EnDn2TS, ~30!

whereU is the internal energy density, theEn are the electric
fields, theDn are the electric displacements,T is the tem-
perature, andS is the entropy. It is this function that is used
to compute the total energy of the polymer/rubber composite
and that is minimized in the Rayleigh–Ritz procedure. One
can show that the thermal effects have a negligible impact on
the sample deformation~as detailed in the Appendix!, and
G2 is therefore a function of the strainsSi j and of the electric
fields En only. Since the polyurethanes are electrostrictive,
second-order energy terms must be considered. For this pur-
pose, following the approach presented by Mitsuiet al.,22 G2

is expanded in a Taylor series including up to cubic terms,
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~31!

where the equilibrium state has been defined byG2
050, and

where, at equilibrium, the stresses and the electric displace-
ments are zero. By definition,G2 satisfies the following re-
lationships:

Xi j 5
]G2

]Si j
, ~32a!

Dm52
]G2

]Em
, ~32b!

which allow Eq.~31! to be rewritten as
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]Dm

]Si j
Em
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]Skl]Em
Si j SklEm1
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]2Xi j

]Em]En
Si j EmEn
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6

]2Dm

]En]Eo
EmEnEo . ~33!

All the coefficients appearing in Eq.~33! have been previ-
ously defined in Eqs.~3!–~9!. Recognizing that the first three
terms in Eq.~33! are zero, and recalling that, for polyure-
thanes, the coefficients in the fifth, seventh, and eighth terms
are also zero, Eq.~33! reduces to

G25 1
2Si j ci jkl

E Skl2
1
2Em«nm

S En2Si j Qmni jEmEn

2 1
3Onmo

S EmEnEo , ~34!

where use has been made of definitions~10! and ~11!. The
first two terms of Eq.~34! represent the first-order elastic and
dielectric energy densities, respectively. The third term is the
second-order mutual energy density~representing second-
order electromechanical coupling! and the fourth term is the
second-order dielectric density. Expression~34! is the basis
for the computation of the total energy in the polymer and in
the rubber and it is the quantity that needs to be minimized
with respect to displacements in the Rayleigh–Ritz proce-
dure. However, because both the first- and second-order di-
electric energy densities do not depend on strain explicitly,
their derivatives with respect to displacements are zero, and
they do not need to be taken into account when computing
the total energy for the minimization procedure. Strictly

FIG. 4. In-plane displacement mea-
surement along the 1-direction.
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speaking, the first-order dielectric energy does depend on
strain through the permittivity coefficients:]«mn

S /]Si j

52Qmni j ~this is the very definition of electrostriction!. In
the minimization procedure, however, only the energy terms
that dependexplicitly on strain need to be considered, and it
is assumed that the permittivity coefficients are constant. Not
doing so would lead to takingtwice into account thesame
electrostrictive effect when performing the Rayleigh–Ritz
minimization: once through the electrostrictive energy
@]G2,elec/]Si j 5(]/]Si j )(2Si j Qmni jEmEn)52Qmni jEmEn#
and once through the dielectric energy@]G2,diel/]Si j

5(]/]Si j )(2 1
2Em«nm

S En)52 1
2(]«nm

S /]Si j )EmEn52Qmni j

3EmEn#. This leaves the elastic and the second-order elec-
tromechanical energy densities as the only two relevant con-
tributions to the total energy of the sample.

The energy of the polyurethane film is considered first;
its two contributions are therefore given by

G2,elas
poly 5

1

2 E2t

t E
2w

w E
2L

L

~S! t@cE#~S! dx1 dx2 dx3 , ~35!

G2,elec
poly 52E

2t

t E
2w

w E
2L

L

~E2! t@Q#~S! dx1 dx2 dx3 . ~36!

However, implicitly ‘‘buried’’ within the generic second-
order electromechanical energy density is the term corre-
sponding to Maxwell stress, which needs to be taken into
account separately. Referring to Eq.~22!, which is the con-
stitutive equation relating the stress to the other variables, it
is obvious that, by analogy with Eq.~36!, the energy term
corresponding to Maxwell stress is

G2,Max
poly 5E

2t

t E
2w

w E
2L

L

~E2! t@Max#~S! dx1 dx2 dx3 . ~37!

Since we are interested in measuring theMmoi j coefficients,
it is convenient to use relation~15!, Qmoi j5Mmoklckli j

E , ex-
pressed in matrix form, to rewrite Eq.~36! as

G2,elec
poly 52E

2t

t E
2w

w E
2L

L

~E2! t@M #@cE#~S! dx1 dx2 dx3 . ~38!

The energy contribution from the rubber layers is now
addressed. Examining Eq.~34! ~without the dielectric energy
densities! and recalling that silicone rubber is not a piezo-
electric or an electrostrictive material reveals that the only
contributions from the layers are the elastic and the Maxwell
stress energies. It is assumed that the latter is negligible be-
cause of the very small thickness of the layers~typically less
than 10mm! and of the small dielectric constant of silicone
(« r52.7). This assumption was validated both numerically
~by finite elements! and experimentally. This leaves the elas-
tic energy as the sole contribution from the silicone rubber.
Both rubber layers are subjected to a shear strain due to the
lateral motions of the polymer film~cf. Fig. 3!. The polyure-
thane displacement fields show that these lateral motions
along the rubber–polymer interfacecorrespond to the elon-
gationsDL andDw. It can be shown17 that in this case, the
total elastic energy inside both rubber layers is given by

G2,elas
rubber5

m r

3

Lw

h
@~DL !21~Dw!2#, ~39!

wherem r is the silicone rubber shear modulus. Therefore, the
total energy of the sample that is to be minimized with re-
spect to the displacements is given by the sum of the quan-
tities defined in Eqs.~35! and ~37!–~39!:
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t E
2w

w E
2L
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~S! t@cE#~S! dx1 dx2 dx3

2E
2t

t E
2w

w E
2L

L

~E2! t@M #@cE#~S! dx1 dx2 dx3

1E
2t

t E
2w

w E
2L

L

~E2! t@Max#~S! dx1 dx2 dx3

1
m r

3

Lw

h
@~DL !21~Dw!2#. ~40!

3. Procedure results

We now examine the different terms appearing in Eq.
~40! in order to find out what kind of information the
Rayleigh–Ritz procedure is able to provide. The stiffness
tensor@cE# is completely defined through the knowledge of
the elastic properties of the polyurethanes. The Maxwell ten-
sor @Max# is completely defined by the dielectric properties
of the material, which, in the polyurethane case, reduce to
one dielectric constant,«p :

@Max#5
1

2
«p«03

0 0 0 0 0 0

0 0 0 0 0 0

21 21 1 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

4 . ~41!

The strain vector~S! inside the polymer is defined in terms of
the displacement constantsDL, Dw, Dt, A, B, andC appear-
ing in the expressions for the displacement field. The qua-
dratic electric field vector is given by (E2) t

5(0 0 Ep
2 0 0 0), whereEp is the electric field inside the

polymer resulting from the application of a voltage across
the thickness of the sample. For our measurements, the first-
order term of the quadratic electric field is considered; as
mentioned earlier, the amplitude of this term is proportional
to the ac excitation voltage and to the large dc bias voltage.
Because onlyE3E3Þ0, the electrostrictive coefficients that
are responsible for the deformation of the film are the
M33i j ( i , j 51,2,3). However, among them, the shear elec-
trostrictive coefficients~i.e., those coefficients such thati
Þ j ! are zero. Therefore, only the tensile coefficientsM3311,
M3322, andM3333 play a role in the deformation. It follows
thatG2 is a function ofDL, Dw, Dt, A, B, C, M3311, M3322,
and M3333. These are the unknown quantities in the proce-
dure, as all the other parameters are numerically defined.

The procedure is implemented in Mathcad as follows.
The M33i i coefficients are defined symbolically and the dis-
placement constantsDL, Dw, Dt, A, B, andC are defined as
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unknown parameters in the displacements fields. The energy
functionalG2 is minimized with respect to the unknown con-
stants:

]G2

]DL
50,

]G2

]A
50,

]G2

]Dw
50,

]G2

]B
50, ~42!

]G2

]Dt
50,

]G2

]C
50.

The above system of equations is solved symbolically for the
six displacement constants, yielding expressions for these
constants as a function of theM33i i coefficients:

DL5a1M33111a2M33221a3M33331a4 ,

Dw5b1M33111b2M33221b3M33331b4 ,

Dt5c1M33111c2M33221c3M33331c4 ,
~43!

A5d1M33111d2M33221d3M33331d4 ,

B5e1M33111e2M33221e3M33331e4 ,

C5 f 1M33111 f 2M33221 f 3M33331 f 4 ,

where thea’s, b’s, c’s, d’s, e’s, and f’s are numerical con-
stants that depend on the experimental parameters~sample
geometry, material properties, and electrical excitation!.
Among these, the ones with the subscript 4 correspond to the
Maxwell tensor contribution and therefore do not multiply
one of the electrostrictive coefficients. Expressions~43! are
then used to compute the quantitiesu1(L), u2(w), and
u3(t), defined by Eqs.~26!, ~28!, and~29!, which represent
experimental values of the displacements. This leads to an-
other system of equations

u1~L !5g1M33111g2M33221g3M33331g4 ,

u2~w!5h1M33111h2M33221h3M33331h4 , ~44!

u3~ t !5 l 1M33111 l 2M33221 l 3M33331 l 4 ,

where theg’s, h’s, and l’s are another set of constants. This
last system is solved for theM33i i coefficients using the ex-
perimentally measured values ofu1(L), u2(w), andu3(t).
One should note that this method provides the true electros-
trictive material properties of the polyurethanes, because the
mechanical boundary conditions and Maxwell stress have
been taken into account by the procedure~mathematically,
they are contained in theg’s, h’s, and l’s constants!. This
allows for the direct evaluation of the intrinsic electrome-
chanical behavior of the materials. In other words, the mea-
suredM33i i coefficients are true coefficients, independent of
the experimental conditions and clearly distinguished from
the analogous Maxwell effect.

IV. EXPERIMENTAL RESULTS

A. Experimental procedure and measurement results

This section presents experimental results obtained on
two different types of materials. The first one is a commer-

cially available polyurethane manufactured by the DOW
Company; this material, DOW 2103-80 AE, is biaxially
stretched. The second one is a polyurethane that was synthe-
sized especially for this work at the Naval Surface Warfare
Center, Carderock Division; this material is unstretched and
is referred to as PM 2000. The thicknesses of the DOW and
the PM 2000 films were 5631026 m and 7631026 m, re-
spectively. Because these materials absorb moisture, they
were dried for 48 h at 50 °C under vacuum prior to measure-
ments. Both were cut with a razor blade in 4 mm by 6 mm
samples. The films were then attached to the aluminum plate
and to the aluminum foil using the silicone rubber. The rub-
ber was let to cure for 24 h under vacuum, with a uniform
pressure exerted on the sample by a soft elastic ball. For the
measurements, the samples were driven at 2 kHz with a
200-V amplitude ac voltage combined with a dc bias voltage
that produced an electric field on the order of 4 MV/m inside
the polyurethane. While in the measuring apparatus, the
samples were constantly subjected to a dry nitrogen flow, to
maintain them in a low-moisture environment at constant
temperature~22 °C!. The thickness response was measured
first, at several locations~40, typically! on the surface of the
sample, to ensure that the motion was uniform and that the
sample was undergoing pure thickness vibrations. The mea-
sured thickness response was computed from the average of
the displacements obtained at the various locations. Next,
in-plane displacements were measured by focusing the laser
beam on the sample sides. Observing the samples under a
microscope, the beam was positioned approximately at the
center of the side to be measured. Precise centering was
achieved by varying the vertical position of the probe until
the maximum measured displacement was detected.

Table I presents some material properties for both types
of polyurethanes, summarizes the electrostrictive coefficient
measurement results, and compares the polyurethane electro-
mechanical activity with that of PVDF. For each material,
the polyurethane electrostrictive coefficient values are aver-
aged over the results from three different samples. Thed333

piezoelectric coefficient of PVDF was measured using our
method applied to piezoelectric materials. The percentage
quantity refers to the contribution of the electrostrictive re-
sponse to the total strains experienced by the samples in all
three directions. It therefore represents the contribution of
intrinsic electrostriction relative to that of the Maxwell stress
effect. The equivalent piezoelectric coefficient is provided to
facilitate the comparison of the electromechanical activity of
the polyurethanes and of PVDF. It is related to the electros-
trictive coefficient according tod33352M3333E3 . Finally, the
last column of Table I contains values of the coupling factor
k333, which gives an indication of how much electrical en-
ergy is converted into mechanical energy by the transduction
mechanism. It is given byk3335d333/AS3333

E «33
X , and it is,

strictly speaking, an equivalent coupling factor, since use is
made of the equivalent piezoelectric coefficient to compute
its value. A more rigorous way to evaluate the coupling fac-
tor would be to use its most general definition, which is the
ratio of the mutual energy density~the electrostrictive energy
density, in this case! to the geometric mean of the elastic
energy density and the dielectric energy density. However,
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for our purpose of comparing the performance of the various
materials, the above-mentioned definition is sufficient.

One can see that both polyurethanes exhibit substantial
electrostrictive coefficients resulting in equivalent piezoelec-
tric coefficients about 3.5~DOW! and 16~PM 2000! times
larger than that of PVDF. The coupling factors, however, are
not substantially higher than in the PVDF case, because the
polyurethanes are much more compliant than this material.
Although this could be considered a disappointing result, one
should keep in mind that, in the electrostrictive case, the
coupling factor is directly proportional to the bias field, and
that it is evaluated in Table I for a relatively low bias value.
Therefore, the coupling factor of PM 2000 could be made
significantly larger than that of PVDF by using a larger bias
voltage. Even though this reasoning does not take into ac-
count the likely variations of the electrostrictive coefficients
with the bias field~which should be measured in a subse-
quent study!, it clearly indicates that polyurethanes such as
PM 2000 have better performances than PVDF.

Another interesting fact is that the deformations due to
the Maxwell stress effect account for no more than 13% of
the total strains in any direction. This is an important finding
that proves that most of the electromechanical activity in
these polyurethanes stems from intrinsic electrostriction.
This is in contrast with the findings of other studies that
claim that Maxwell stress is responsible for approximately
50% of the polyurethane strain response.11,12 For example,
we measured anM3333 coefficient of 216.3310218m2/V2

on the DOW material. The corresponding ‘‘Maxwell-
stress strain coefficient’’ for this material,Rm , can be calcu-
lated from the dielectric and elastic constant data, and is
approximately 210218m2/V2. In Ref. 12, Zhanget al.
measured anoverall electrostriction strain coefficientR3333

~including both intrinsic electrostriction and maxwell stress
contributions: R33335M33331Rm! on the order of 22
310218m2/V2. This discrepancy between our results and
theirs is most likely due to the fact that they used electroded
samples and therefore measured a constrained response~the
Maxwell stress contribution is calculated and is independent
of the measuring technique!. Based on the values that we
obtained, it is our conclusion that, from a phenomenological
standpoint, the electrostatic attraction, compared to intrinsic
electrostriction, is a minor factor in the mechanical response
of polyurethane films subjected to an electric field. From a
practical standpoint, when the material is used with stiff

metal electrodes~typically gold! deposited on its surface
~and is therefore highly constrained!, thecalculatedMaxwell
stress contribution to the total response is of course likely to
be substantial. However, in applications where compliant
electrodes are used5 ~such as graphite powder in a conductive
gelatin-glycerol-salt binder3!, the contribution from intrinsic
electrostriction will dominate the overall response, and is
therefore an important quantity to know.

B. Result discussion

DOW 2103-80 AE is the only material among the two
electrostrictive polyurethanes studied in this work for which
some data has been published in the literature. Table II com-
pares our results to previously available values from other
researchers. Barger used an accelerometer to measure the
response of a stack of 100 electroded samples. The material
was therefore loaded by the accelerometer and constrained
by the electrodes. These problems were partially compen-
sated by the large number of samples in the stack, but this
experimental configuration was most likely responsible for
his small measured coefficients. Wang used a laser interfer-
ometer on 178-mm-thick single-layer electroded samples ep-
oxied on a sample holder. Although in this case the samples
were not loaded, the electrodes and the epoxy constrained
the films and were to blame for the very small measured
response shown in Table II. The only experimental technique
previously available that can directly measure electrostrictive
coefficients approaching their true values is the one used by
Zhenyiet al.,1 where the sample is sandwiched between two
glass plates forming a parallel plate capacitor whose change
in capacitance due to the film deformation can be monitored.
Because the samples do not need to be electroded, this ex-
perimental method provides minimal loads and constraints
on the samples. The drawback is that it can only be used for
thickness coefficient measurements. Zhenyiet al. reported an

TABLE I. Properties of two electrostrictive polyurethanes and comparison with piezoelectric PVDF polymer.

Material
Density
~kg/m3!

Young’s
modulus
~MPa!

Dielectric
constant

Electrostrictive
coefficients

(10218 m2/V2)

Standard
deviations

~three samples!

% electrostriction
to total
strains

Equivalent
piezoelectric

coefficientd333

at 4 MV/m
(10212 m/V)

Coupling
factor
k333

at 4 MV/m

DOW 1130.0 30.1 7.1 M3311514.0 1.2 94
30.1 M3322511.4 0.4 93
27.9 M33335216.3 0.6 90 2128 0.088

PM 2000 1080.0 7.2 7.8 M3311541.5 4.1 90
M3322534.1 4.5 87
M33335274.6 7.2 88 2587 0.190

PVDF 1760 2300 12 N/A N/A N/A 237 0.165

TABLE II. Comparison of experimentally measured electrostrictive coeffi-
cients on DOW 2103-80 AE with published data.

M 3311

(10218 m2/V2)
M 3322

(10218 m2/V2)
M 3333

(10218 m2/V2)

Experimental 14.0 11.4 216.3
Barger~Ref. 2! 1.0 ¯ 24.6
Wang ~Ref. 11! 0.5 ¯ 22.3
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M3333 coefficient value of233310218m2/V2 obtained with
the capacitor technique, but on a different type of DOW
polyurethane~PT6100S!. The following remarks can there-
fore be made regarding the validity of the new method intro-
duced in this article. As expected, it provides larger electro-
strictive coefficients than any other method, because of its
unique capability to take precisely into account the con-
straints imposed on the sample and to compute material
properties that are independent from the boundary condi-
tions. Furthermore, the measured thickness coefficients are
on the same order as those provided by a method applied to
a similar material where constraints are minimal. We there-
fore conclude that the experimental data obtained with our
new method represent an accurate assessment of the electro-
strictive activity in polyurethane materials.

To further establish the validity of the method, we stud-
ied the sensitivity of the results to several experimental pa-
rameters. These results are presented in Tables III and IV for
the DOW material, where the variations in the computed
electrostrictive coefficients are shown as a function of the
change in values of the displacements and elastic constants
input into the Mathcad program. Table III indicates that
M3311 andM3322 are somewhat sensitive to variations in the
values of the in-plane displacements and thatM3333 is rela-
tively insensitive to changes in any of the measured displace-
ments. This is consistent with the fact that the samples expe-
rience the largest deformations in the in-plane directions. As
for the dependence on elastic constants, Table IV reveals that
a 10% uncertainty in the knowledge of these constants does
not significantly affect the accuracy of the results. In this
case as well,M3333 is the least affected of the three electros-
trictive coefficients. One should note that because the mate-
rial is biaxially stretched in the 1- and 2-directions, there is
no quantitative difference in the variations ofM3311 and
M3322. Similar results were found for the PM 2000 material,
and it was therefore concluded that the accuracy of the
method was not compromised by the uncertainties associated
with the main experimental parameters.

Finally, more consolidating remarks can be drawn from

examining Table I. Repeatability of the measurements was
established by computing the standard deviations for each
coefficient, on both samples~DOW and PM 2000!. These
values are small for the DOW material, but they are larger
for the PM 2000 one. This is attributed to the fact that the
latter material is extremely soft, which makes it the most
difficult one to measure accurately. Nevertheless, the PM
2000 standard deviations are about 10%, which is reason-
able. Also, since PM 2000 is isotropic, and since DOW is
biaxially stretched by the same amount in the 1- and
2-directions, theM3311 and M3322 coefficients for both of
these materials should theoretically be identical. Although
this is not exactly the case, the values of the two coefficients
are close. Furthermore, since the DOW material is stretched,
one would expect that the ratio of itsM3311 andM3322 to its
M3333 be different than that of the unstretched PM 2000.
Table I indicates that this is the case, since the ratio of the
in-plane to the out-of-plane coefficients is approximately
50% for PM 2000, while it is on the order of 75% for DOW.
These remarks confirm that the experimental data are consis-
tent with what is known of the material structure.

V. CONCLUSIONS

A new method for determining electrostrictive coeffi-
cients of polymer films was introduced. It is the first method
capable of measuring a complete set of three tensile electro-
mechanical coupling coefficients and of providing true ma-
terial properties. It was successfully applied to the character-
ization of two different types of electrostrictive
polyurethanes which were both found to exhibit a much
larger electromechanical activity than PVDF. It was also es-
tablished that intrinsic electrostriction accounts for at least
87% of the total strain response in these materials, which
demonstrates that Maxwell stress is not the dominant mecha-
nism governing the electromechanical properties of electro-
strictive polyurethanes.

APPENDIX: COMPUTATION OF THE DIFFERENCE
BETWEEN THE ISOTHERMAL AND THE ADIABATIC
COMPRESSIBILITIES OF POLYURETHANES

To demonstrate that the thermal effects do not signifi-
cantly impact the deformation of the sample, we computed
the difference between the adiabatic and the isothermal com-
pressibilities of the polyurethane materials; this difference is
given by23

Db5
Ta2

Cp
, ~A1!

whereT is the temperature,a is the thermal expansion coef-
ficient, andCp is the specific heat per unit volume at con-
stant pressure. Using the following typical values for
polyurethanes,24,25 a51024 K21 and Cp51.3863106

J•K21
•m23, Db was found to be equal to 2.16310212

Pa21. On the other hand, the isothermal compressibilityb of
the polyurethanes is approximately 10210Pa21, which indi-
cates that the difference between the adiabatic and the iso-
thermal coefficients is on the order of 2%. This justifies ne-

TABLE III. Sensitivity of results to measured displacements for DOW
2103-80 AE.

5% increase in
measured

displacement
% change in

M 3311

% change in
M3322

% change in
uM3333u

u1(L) 111 26 13
u2(w) 25 110 13
uu3(t)u 0 0 0

TABLE IV. Sensitivity of results to values of elastic constants of DOW
2103-80 AE.

10% increase in
elastic constants

% change in
M 3311

% change in
M3322

% change in
uM 3333u

Y1 29 29 0
Y3 12 12 27
n12 210 211 0
n13 0 0 110
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glecting the thermal effects on the polyurethane sample
deformations.
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Flexural waves in a disk and square plate produced by off-center impact are analyzed. The effects
on maximum transient stresssmax of boundary shape, edge constraint, thickness, side of square plate
or diameter of disk, and eccentricity of center of impact are studied. While prior analytical work has
been confined to disks for simplicity, ballistic experiments were performed using square plates for
practical reasons. The two geometries agree better for central impact or edges that are simply
supported or clamped. Analytical results show some intensification as center of impact approaches
the edge, but this is insufficient to explain the measured rise in residual projectile kinetic energy
after penetrating a ceramic tile. This reveals the inadequacy of the crack initiation mechanism as the
primary model of defeating the projectile by ceramic tiles. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1390338#

PACS numbers: 43.40.At@PJR#

I. INTRODUCTION

Ceramic materials such as silicon carbide (SiC2) and
aluminum nitride~AlN ! are presently used to harden struc-
tures against impact by high velocity projectiles. Replacing
metal with these materials yields lower weight because of
increased compressive strength in spite of reduced tough-
ness. Compressive strength is paramount in breaking brittle
projectiles, eroding soft projectiles, and dispersing momen-
tum in the early stages of penetration. An important param-
eter in impacts against ceramic tiles with finite dimension is
the eccentricityr e defined as the distance between center of
impact and tile center. Ballistic experiments on AlN tiles
struck by tungsten cylindrical projectiles revealed that re-
sidual kinetic energy of the projectile, measured by depth of
penetration ‘‘DOP’’ into an adjacent aluminum block, first
diminishes withr e , and then increases as the impact ap-
proaches the edge. This effect is caused by at least two
mechanisms

~1! As the impact approaches the tile’s edge, maximum
transient stresssmax, which initiates microcracks in the
brittle material, may intensify from constructive interference
between waves radiating from the area of impact and earlier
waves reflected from the edge. This is similar to the intensi-
fication of smax from central impact when tile size is re-
duced, also called ‘‘tile size effect.’’ This parametric study is
the subject of this work.

~2! Even after crack initiation, resistance continues be-
cause the comminuted material persists due to inertia and
reaction of nearby unbroken material, confining the residual
projectile. This effect is also called ‘‘self confinement’’ and is
not the subject of the present study.

Clearly, both mechanisms affect penetration although
they act at different times, the first acts early before cracking
starts, while the other acts later after cracking. A possible
conclusion of this work which accounts for the first mecha-

nism but neglects the second is the relative importance of
each mechanism.

In the last two decades, general-purpose finite element,
finite difference, and finite volume computer programs were
developed for predicting penetration of projectiles in elasto-
plastic metals. Because of the large strains and strain rates
involved during these events, nonlinear constitutive laws, en-
ergy balance, and shock discontinuities had to be addressed.
These computer programs are successful in accurately pre-
dicting penetration depth and crater geometry in metals. This
success relies on the fact that metals subjected to these in-
tense transient loads behave almost like viscous fluids, which
explains the widely used term ‘‘hydro code.’’ However, when
applied to penetration in brittle materials, hydro codes are
less successful especially in the later stage of the event when
cracks form, breaking the material into small pieces with size
depending on their vicinity to center of impact.

Since ceramic materials remain linear elastic before
crack initiation, they can be analyzed using small amplitude
linear flexural waves. Previous work treated transient waves
from central impact in one-dimensional~1D! layered
media,1,2 plates,3 thick disks,4 two-dimensional~2D! axisym-
metric layered media,5 and stacks of layered plates adopting
flexure theory.6 No reference exits treating the asymmetric
wave propagation in disks and square plates analytically.

The objective of this work is to study howsmax changes
with eccentricity while varying the following parameters:

~a! boundary shape, either disk or square plate,
~b! edge constraint, either simply supported or free,
~c! thickness and lateral dimension.

Relating howsmax varies with these parameters to data from
penetration experiments may clarify the relative importance
of each mechanism on penetration. It is not the intent of this
work to elaborate on the mechanics of penetration. Its intent
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is to understand the transient stress state that initiates failure
in a brittle material, and the sensitivity of this stress to the
parameters above.

Section II treats flexural waves in a disk based on Mind-
lin’s plate equations7 for an asymmetric forcing pulse. Tran-
sient response uses an exact modal solution satisfying simply
supported or free edges.

Section III A treats flexural waves in a square plate. Un-
like the disk where circumferential and radial dependence
separate yielding eigenfunctions which satisfy all natural
boundary conditions exactly, the square plate does not allow
separation of variables along the two axesx andy. Instead, a
Galerkin solution is adopted. Trial functions of a 1D strip
along x are determined that satisfy edge conditions atx
5(0,l ) wherel is side length. Since the plate is square, and
constraints along the four edges are the same, trial functions
alongy are identical to those alongx. Minimizing the error
committed in the differential equations of motion by enforc-
ing their orthogonality with the trial functions produces an
eigenvalue problem. For simply supported and clamped
edges, trial functions also satisfy the plate’s edge constraints
exactly. However, for free edges, the zero moment con-
straints are not satisfied identically yielding a stiffer con-
straint and a higher fundamental resonance than the free
plate.

Section III B replaces the method in Sec. III A when
applied to a plate with free edges by adopting a Chebychev
collocation method. The plate is divided into identical rect-
angular elements and a lattice of points is superimposed into
each element.

Section IV compares stress histories of disk and square
plate with simply supported edges for different eccentricities
r e . This is followed by histories of the disk with free edges.
A stress factor ‘‘as’’ is defined as the ratio ofsmax for some
r e to smax for central impact. Plots ofas againstr e reveal
regions of stress magnification (as.1), and regions of
stress reduction (as,1), depending on plate thickness, lat-
eral dimension, and edge constraint. The variation does not
follow a simple trend since it depends on the interference
between waves radiating from the area of impact and inco-
herent reflections from the edges.

II. DISK

Mindlin’s plate equations7 may be written in vector form
as

D

2
@~12v !“2C1~11v !“F#2kGh~C1“w!

5
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12

]2C

]t2 , ~1!
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12~12v2!
,

whereC is the vector of rotations,w is transverse displace-
ment, (r,v) are density and Poisson ratio, (E,G) are

Young’s and shear moduli,k is shear constant,h is thickness,
t is time,p is applied pressure,“2 is the Laplacian and“ is
the gradient operator. Taking the divergence of~1!,
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2

]2

]t2D Gp,

~4!

ce
25

E

r~12v2!
, cs

25
kG

r
.

Eliminating“

2w from ~2! and ~3! yields

FD“

22
rh3

12

]2

]t2GF5rh
]2w

]t2 2p. ~5!

Taking the curl of~1!

FD

2
~12v !“22kGh2

rh3

12

]2

]t2G~“3C!50 ~6!

from which it can be inferred that~“3C! is not a function of
w while C may actually be,

C5“@g~w!#1“3G, ~7!

whereG is a vector potential forC independent ofw. Sub-
stituting ~7! in ~5! using the definition ofF yields

FD“

22
rh3

12

]2

]t2G“2g5rh
]2w

]t2 . ~8!

Substituting~7! in ~6! using the identity

“3“3A5“~“•A!2“

2A ~9!

produces

FD

2
~12v !“22kGh2r

h3

12

]2

]t2G“2G50. ~10!

Defining t5“

2G, reduces~10! to

F“22
12k

h2 2
2

~12v !ce
2

]2

]t2Gt50. ~11!

For a solid disk and periodic motions in time with fre-
quencyv, the homogeneous solution of~4! takes the form

w~r ,u,t !5w~r !cosnueivt, ~12a!

w~r !5C1Jn~l1r !1C2Jn~l2r !, ~12b!

l422b1l21b250,
~12c!

b15
1

2

ce
21cs

2

ce
2cs

2 v2, b25
v2

ce
2 S v2

cs
2 2

12

h2D ,

where (r ,u) are radial and circumferential coordinates,n is
circumferential wave number,i 5A21, andJn is the Bessel
function. Sinceg(r ) is a function ofw, and from~8! linear
with w, it can be expressed like~12a! and ~12b! as
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gj~r !5CgJn~l j r !, “

2gj52l j
2gj , j 51,2. ~13!

Substituting~13! in ~8! yields

2F2l j
21

v2

ce
2 Gl j

2Cg j52
12v2

h2ce
2 Cj ~14!

then using~4!, Eq. ~14! simplifies to

Cg j5
1

l j
2 S 2l j

22
v2

cs
2 DCj . ~15!

Taking the gradient of~14!,

“gj5S ]

]r
,2

n

r DCg jJn~l j r !. ~16!

Furthermore, sincet and C are orthogonal andC is in the
plane of the disk thent5(0,0,tz) and

tz5CtJn~ltr !. ~17!

Substituting~17! in ~11! produces the dispersion relation

lt
25

2v2

~12v !ce
22

12k

h2 . ~18!

Equation~18! exhibits a cutoff above

v r5A6k~12v !
ce

h
5

A12cs

h
~19!

which is the same as that in~12c!. Finally, usinglt in ~18!
and sinceG andt are parallel thenG5(0,0,Gz), and

Gz5CGJn~ltr !. ~20!

Taking the curl of~20!

“3G5S n

r
,2

]

]r DCGJn~ltr !. ~21!

Substituting~16! and ~21! in ~7! determines the solutions

c r~r ,u,t !5cosnueivt

3H (
j 51

2

Cg jl j Jn8~l j r !1
n

r
CGJn~ltr !J ,

~22a!

cu~r ,u,t !5sinnueivt

3H (
j 51

2

2
n

r
Cg jJn~l j r !2ltCGJn8~ltr !J ,

~22b!

w~r ,u,t !5cosnueivt(
i 51

2

CjJn~l j r !, ~22c!

whereCgi is related toCi by ~15!.
Moments and shear resultants are expressed in terms of

(c r ,cu ,w) as

Mrr 5DF]c r

]r
1vS c r

r
1

1

r

]cu

]u D G , ~23a!

M uu5DFv
]c r

]r
1

c r

r
1

1

r

]cu

]u G , ~23b!

Mru5
D~12v !

2 F1

r

]c r

]u
1

]cu

]r
2

cu

r G , ~23c!

Qr5kGhS ]w

]r
1c r D , ~23d!

Qu5kGhS 1

r

]w

]u
1cuD . ~23e!

For a solid disk with radiusr d , normal stresses on the disk
surface are related to moment resultants by

FIG. 1. Convention for sensor positions of eccentric footprint.

FIG. 2. Resonant frequency lines of disk as a function of ‘‘n’’ with ‘‘ m’’ as
parameter;r d539, h50.59.
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s rr 5
6Mrr

h2 , suu5
6M uu

h2 , s ru5
6Mru

h2 ~24a!

and shear stresses along the neutral plane are related to shear
resultants by

t rz5Qr /h, tuz5Qu /h. ~24b!

For a free edge

Mrr ~r d![Mru~r d![Qr~r d!50 ~25a!

and for a simply supported edge

Mrr ~r d![cu~r d![w~r d!50. ~25b!

Substituting~22! in ~23! then in either~25a! or ~25b! pro-
duces the implicit eigenvalue problem

B~a!C50, ~26a!

where B is a 333 matrix of the fundamental solutions in
(C r ,Cu ,w) and their first derivatives, and

C5$Cg1
,Cg2

,CG%T. ~26b!

Expanding $C r ,Cu ,w% in terms of the eigenset
$vn j ;h rn j ,hun j ,wn j%,

c r~r ,u,t !5 (
n50

N

(
j 51

M

an jh rn j~r !cosnu, ~27a!

cu~r ,u,t !5 (
n50

N

(
j 51

M

an jhun j~r !sinnu, ~27b!

w~r ,u,t !5 (
n50

N

(
j 51

M

an jwn j~r !cosnu, ~27c!

where (M ,N) is the number of radial and circumferential
modes in the expansion. Substituting in~1! and ~2! and en-
forcing the orthogonality of the eigenfunctions yields a set of
uncoupled differential equations in the generalized coordi-
natesan j :

än j1vn j
2 an j52

p~11dn0!

Nn j
pn j f ~ t !,

~28!
Nn j5rh^wn jurwn j&

1
rh3

12
@^h rn j urh rn j&1^hun jurhun j&#,

where~•! is derivative w.r.t. time,dn0 is the Knonecker delta,
and f (t) is time dependence of the forcing pulse. For a cir-
cular footprint of radiusr p and eccentricityr e ~see Fig. 1!,

pn j52p0E
0

ueE
r 1

r 2
wn j~r !cosnur dr du,

ue5sin21~r p /r e!, ~29!

r 1,25
1
2@r e cosu6A~r e cosu!224~r e

22r p
2!#.

The solution of~28! can be expressed as a Duhamel integral

FIG. 3. Stress histories of disk and
square plate with ‘‘simply supported
edge:’’ r d539, h50.59, r p50.259,
r e509, Dt f550ms. ~a!, ~b!,
~c!→disk; ~d!, ~e!, ~f!→square plate.
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an j~ t !52
p~11dn0!

vn jNn j
pn jE

0

t

f ~t!sinvn j~ t2t!dt. ~30!

A. Square plate with restrained edges

In Cartesian coordinates, Mindlin’s equations are given
by ~1! and ~2! with

C5$cx ,cy%
T, F5

]cx

]x
1

]cy

]y
, ~31!

where (x,y) is a rectangular coordinate system with origin at
the lower left corner of the square. Since solutions alongx
andy are not separable, a Galerkin approximation is adopted.
Trial functions (wx ,hx) are defined on strips alongx satisfy-
ing the edge constraints atx5(0,l ) and the 1D Mindlin’s
equations

D
]2hx

]x2 2kGhS hx1
]wx

]x D52
rh3

12
v2hx , ~32a!

kGhS ]2wx

]x2 1
]hx

]x D52rhv2wx . ~32b!

For the square plate, trial functions (wy ,hy) alongy are
identical to (wx ,hx) since edge constraints are the same on
all four edges. Expand (Cx ,Cy ,w) in terms of these trial
functions:

cx~x,y,t !5(
i 51

N

(
j 51

N

ai j ~ t !hxi~x!wyi~y!, ~33a!

cy~x,y,t !5(
i 51

N

(
j 51

N

ai j ~ t !wxi~x!hyi~y!, ~33b!

w~x,y,t !5(
i 51

N

(
j 51

N

ai j ~ t !wxi~x!wyi~y!, ~33c!

whereN is the number of trial functions in the expansion.
Substituting~33! into Eqs.~1! and ~2! gives

D1[(
i

(
j

H D

2
@2hxi9 wyi1~12v !hxiwyi9

1~11v !wxi8 hyi8 #ai j 2kGh

3~hxiwyi1wxi8 wyi!ai j 2
rh3

12
hxiwyiäi j J

50, ~34a!

D2[(
i

(
j

H D

2
@~12v !wxi9 hyi12wxihyi9

1~11v !hxi8 wyi8 #ai j 2kGh

3~wxihyi1wxiwyi8 !ai j 2
rh3

12
wxihyiäi j J 50, ~34b!

FIG. 4. Stress histories of disk and
square plate with ‘‘simply supported
edge:’’ r d539, h50.59, r p50.259,
r e51.09, Dt f550ms. ~a!, ~b!,
~c!→disk; ~d!, ~e!, ~f!→square plate.
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D3[(
i

(
j

$kGh~wxi9 wyi1wxiwyi9 1hxi8 wyi

1wxihyi8 !ai j 2rhwxiwyiäi j %52p, ~34c!

where~ !8 is derivative w.r.t. the argument. MultiplyD1 in
~34a! by (hxmwyn), D2 in ~34b! by (wxmhyn) and D3 in
~34c! by (wxmhyn), integrate over the square’s surface, then
add the three integrated equations to produce

A1ä1A2a5If~ t !,
~35!

I5H 2E
0

ueE
r 1

r 2
wxm~r cosu!wyn~r sinu!r dr duJ T

,

where the integral is over a circular footprint with eccentric-
ity r e as defined in~29!, and f(t) is the time dependence of
the forcing pulse.

Premultiplying~35! by A1
21,

ä1Āa5Īf~ t !, Ā5A1
21A2 , Ī5A1

21I. ~36!

To diagonalizeĀ, apply the transformation

a5Va* ⇔a* 5V21a ~37!

⇒ä* 1V21ĀVa* 5V21Īf~ t ! ~38!

and impose the condition

V21ĀV5v2. ~39!

This requires thatV be the eigenvectors ofĀ, i.e.,

@Ā2v2#V50 ~40!

andv the diagonal matrix of the corresponding eigenvalues.
Equations~36! then decouple in the generalized coordi-

nate vectora* ,

ä* 1v2a* 5V21Īf~ t ! ~41!

with solution of each component in the form of Eq.~30!.
Moment and shear resultants and corresponding stresses are
the Cartesian counterpart to~23! and ~24!:

Mxx5DS ]cx

]x
1v

]cy

]y D⇒sxx56Mxx /h2, ~42a!

M yy5DS ]cy

]y
1v

]cx

]x D⇒syy56M yy /h2, ~42b!

Mxy5
D~12v !

2 S ]cx

]y
1

]cy

]x D⇒sxy56Mxy /h2, ~42c!

Qx5kGhS ]w

]x
1cxD⇒txz5Qx /h, ~42d!

Qy5kGhS ]w

]y
1cyD⇒tyz5Qy /h. ~42e!

They are expressed in terms of modal quantities by~33! not-
ing thata is related toa* by ~37!. For simply supported and

FIG. 5. Stress histories of disk and
square plate with ‘‘simply supported
edge:’’ r d539, h50.59, r p50.259,
r e52.59, Dt f550ms. ~a!, ~b!,
~c!→disk; ~d!, ~e!, ~f!→square plate.
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clamped edges, expressions~33! satisfy the edge constraints
identically. However, for free edges

Mxx~xc ,y![M yy~x,yc!50, ~43a!

Mxy~xc ,y![Mxy~x,yc!50, ~43b!

Qx~xc ,y![Qy~x,yc!50, ~43c!

wherexc5(0,l ) andyc5(0,l ). Only ~43c! is satisfied iden-
tically by these trial functions. For example,

Mxx~0,y!5D(
i

(
j

~hxi8 ~0!wyi~y!1vwxi~0!hyi8 ~y!!ai j

5D(
i

(
j

vwxi~0!hyi8 ~y!ai j ~44!

which will not in general vanish. This error is equivalent to a
spring loaded edge resisting rotation which stiffens the plate
and raises its resonances.

B. Square plate with free edges

In Ref. 8 the problem of transient response of a rectan-
gular plate was treated using a Chebychev collocation
method dividing the plate into identical rectangular elements
and superimposing into each element a lattice of points. The
loci of these points satisfy

H ~xi ,yj !5S cos
p i

2m
,cos

p j

2nD ,i 50,...,2m; j 50,...,2nJ .

~45a!

These pairs (xi ,yj ) are coordinates in a local scaled system
at which the Mindlin plate equations in Cartesian coordinates
are satisfied point by point. Continuity of the state vector is
satisfied at the edges. Instead of a numerical integration in
time as was done in Ref. 8, the results in this work were
found by modal analysis and an exact integration in time
similar to the steps taken for the disk in Sec. II, Eqs.~27!–
~30!. Because this solution method relies on calculating inner
products among the modes and also the projection of the
force distribution onto the set of modes, some distinctive
highlights of the two steps will be given.

One characteristic of the Chebychev collocation method
is that although the formulation is written in terms of the
Chebychev polynomials, the actual solution directly yields
the state vector

$V%5$~Cx ,Cy ,w!~xi ,yj !% ~45b!

at the collocation points (xi ,yj ) for each mode. Considering
each element in turn, the Chebychev weights associated with
each state vector first need to be found. In terms of the Che-
bychev polynomials (Tp(x),Tq(x)), w(x,y) can be written
also as

w~xi ,yj !5(
p

(
q

apqTp~xi !Tq~yj ! ~46!

FIG. 6. Stress histories of disk and
square plate with ‘‘free edge:’’r d

539, h50.59, r p50.259, r e509,
Dt f550ms. ~a!, ~b!, ~c!→disk; ~d!,
~e!, ~f!→square plate.
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which is easily solved forapq . Similarly, the Chebychev
weightsbpq andcpq corresponding toCx andCy are easily
found.

Let the Chebychev weights associated with a different
modeV8 be $apq ,bpq ,gpq%. The inner product between the
two modes over an element is then

E
element

V•V8 dA5
1

4 (
p

(
q

(
p8

(
q8

apqap8q8

1
h2

12
~bpqbp8q81cpqgp8q8!npp8nqq8 ,

~47!

npq5
2

12~p1q!2 1
2

12~p2q!2 .

The inner product over the entire plate is then found by sum-
ming over all the elements.

Finding the generalized force, which is the projection of
the force distribution onto the set of modes, also utilizes the
Chebychev weights. First, however, we need to classify the
possible intersections between the circular footprint with uni-
form pressure and each of the rectangular elements. There
are seven distinct ways a disk ‘‘D’’ and a rectangle ‘‘R’’ may
intersect:

~1! the empty set ‘‘O’’; in this case the element does not
contribute to the generalized force,

~2! ‘‘ D’’ is wholly within ‘‘ R,’’
~3! ‘‘ R’’ is wholly within ‘‘ D,’’
~4! the intersection is partial and contains no corners of ‘‘R,’’

~5! the intersection contains one corner of ‘‘R,’’
~6! the intersection contains two corners of ‘‘R,’’
~7! the intersection contains three corners of ‘‘R.’’

Cases~2! and ~3! above may be computed in close form,
while cases~4! and ~7! require numerical quadrature.

Let the generalized force contributed by an element be

Fi5E
element

w~x,y!dA. ~48!

For case~2!, transform coordinates to a disk-centered polar
system~r,u! in terms of which the element-centered rectan-
gular coordinates (x,y) are

x5r cosu1xc , y5r sinu1yc ,

then

Fi5(
p

(
q

apq(
m

p

(
n

q

tpntqmF(
i

n S n
i D xc

i (
j

m S m
j D yc

j

3
r d

m1n2 i 2 j 12

m1n2 i 2 j 12
I ~n2 i ,m2 j !G , ~49!

where r d is disk radius, (i
n)5n!/(n2 i )! i ! is the binomial

coefficient, tpn are values such that ifTp(x) is the Cheby-
chev polynomial

Tp~x!5(
n

p

tpnx
n ~50a!

FIG. 7. Stress histories of disk and
square plate with ‘‘free edge:’’r d

539, h50.59, r p50.259, r e51.09,
Dt f550ms. ~a!, ~b!, ~c!→disk; ~d!,
~e!, ~f!→square plate.
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and

I ~n,m!5E
0

2p

cosn u sinm u du ~50b!

which can be found recursively using

I ~0,0!52p, I ~2,0!5I ~0,2!5p, I ~2,2!5
p

4
,

I ~n,1!5I ~1,n!50, I ~n12,0!5
~n11!

~n12!
I ~n,0!,

I ~n,2!5I ~n,0!2I ~n12,0!,

I ~n,m12!5I ~n,m!2I ~n12,m!,

I ~n,m!5I ~m,n!.

For case~3!,

Fi5(
p

(
q

a2p,2qI 2pI 2q , I 2p5
2

124p2 . ~51!

The total generalized force results from summing the contri-
butions of all the elements.

III. RESULTS

Results are divided into two parts. The first part com-
pares disk and plate stress histories (s rr ,suu ,t rz) where

plate side length equals disk diameter. The edges are simply
supported. The purpose is to investigate in detail how re-
sponse is affected by shape of boundary at different eccen-
tricities of center of impact. Further comparisons are made
with free edges to determine the effect of edge constraint.
The second part studies the sensitivity of maximum transient
stresssmax to eccentricity at various lateral dimensions,
thicknesses, pulse widths, and edge constraints. In all cases,
the time dependencef (t) of the forcing pulse is trapezoidal
with 5 ms rise and fall times, and either 40ms or 15 ms
plateau of unit magnitude, yielding a total pulse width of 50
ms and 25ms, respectively. The 50ms is typical of a pressure
pulse produced by a 50 caliber rifle projectile at 3000 ft/s.
The forcing pressure is uniform over a circular footprint with
radius r p50.25 in and eccentricityr e . Stress histories are
computed at four radial positions or ‘‘sensors’’ as shown in
Fig. 1. Sensors 1 and 4 are symmetric about center of impact
and should yield identical histories prior to reflections from
the edge. Sensor 2 is on the footprint perimeter and measures
maximum shear stresst rz along the neutral plane. Sensor 3 is
at the center of impact and measures maximum normal
stressess rr andsuu on the plate’s surface. Sensor 5 replaces
sensor 4 only when the footprint touches the edge. Disks and
square plates are made of AlN with properties

E5403106 lb/in2, r53.0431024 lb s2/in4, v50.25.

FIG. 8. Stress histories of disk and
square plate with ‘‘free edge:’’r d

539, h50.59, r p50.259, r e52.59,
Dt f550ms. ~a!, ~b!, ~c!→disk; ~d!,
~e!, ~f!→square plate.
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Both disk and plate have the same thickness and lateral di-
mensions, i.e.,h50.5 in andl 52r d56 in.

Figures 2~a! and ~b! plot resonant frequencyV in Hz
against circumferential wave numbern with radial wave
numberm as parameter for disks with simply supported and
free edges. Shear modes are omitted since they do not con-
tribute to response. Forn.2, V varies almost linearly with
n, and as expected, for fixed (m,n) V for simply supported
edges is higher thanV for free edges since the former yields
a stiffer boundary forn>2. For free edgesV lines undergo a
reversal in slope betweenn51 andn52 as shown in Fig.
2~b!.

Figures 3, 4, and 5 compare disk and plate stress histo-
ries for r e50, 1 in and 2.5 in, respectively, for simply sup-
ported edges. Forr e50 @see Figs. 3~a!–~f!#, disk and plate
reach the same maxima for all stress components. For the
disk, reflections from the edge produce strong fluctuations in
response because, in radiating from the center of impact,
each wave front is reflected from the edge at the same time
producing a condition of the reflected waves called coher-
ence@see Figs. 3~a!–~c!#. For r e51 in @see Figs. 4~a!–~f!#
maxima of both geometries are again the same. Histories at
sensors 1 and 4 coincide in the first 15ms from impact prior
to reflections from the edge. Forr e52.5 in @see Figs. 5~a!–
~f!#, the only change is that histories at sensors 1 and 4 never
coincide because sensor 4 is at the edge. Stress histories
resemble the trapezoidal shape of the forcing pulse because it

is more important than the reflected waves in determining the
shape of the response.

Figures 6–9 compare histories of the disk and square
plate with free edges forr e50, 1, 2.5, and 2.75 in. Compar-

FIG. 9. Stress histories of disk and
square plate with ‘‘free edge:’’r d

539, h50.59, r p50.259, r e

52.759, Dt f550ms. ~a!, ~b!,
~c!→disk; ~d!, ~e!, ~f!→square plate.

FIG. 10. Variation ofsmax with ‘‘ h’’ for a disk with central impact, and
‘‘simply supported edge.’’
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ing maximum stress for free and simply supported edges, the
disk’s is higher while the square plate’s is comparable. For
r e52.5 in @see Figs. 8~a!–~c!#, s rr is negative at sensor 1,
and becomes positive at sensors 2 and 3. As center of impact
approaches the free edge, it bends a sector of the disk like a
cantilever producing negative flexural stresss rr at sensors
remote from the edge@see Fig. 8~a!#. This is called the can-
tilever effect. Forr e52.75 in @see Figs. 9~a!–~c!#, both sen-
sors 1 and 2 record negatives rr as the cantilever sector of
the disk is more flexible because its cord is shorter. This is
also evidenced by the larger peak magnitude ofs rr @compare
Figs. 8~a! and 9~a!#. Although s rr diminishes withr e , suu

rises with r e . Also as the sensor approaches the free edge,
histories of disk and square plate differ qualitatively.

To study how the various parameters affect peak stress
responsesmax, let the stress factoras be defined as

FIG. 11. Variation of ‘‘as’’ with ‘‘ r e’’ for a disk with simply supported
edge:’’ r d539.

FIG. 12. Variation of ‘‘as’’ with ‘‘ r e’’ for a disk with simply supported
edge:’’ r d529.

FIG. 13. Variation of ‘‘as’’ with ‘‘ r e’’ for a disk with free edge:’’r d539.

3001J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 M. El-Raheb and P. Wagner: Transient flexural waves from impact



as~r e!5smax~r e!/smax~0!. ~52!

An as.1 means a magnification from the situation of cen-
tral impact, and anas,1 means a reduction. The feducial
smax(0) for a disk with simply supported edges is plotted
againsth with r d as parameter in Fig. 10. For fixedr d , the
smax line appears inversely proportional toh2. This is con-
sistent with the approximation derived in Ref. 3 forsmax

based on the approximate model of an expanding cone of
influence:

s rr ~0,t !5suu~0,t !'
3~11v !

2
p0

r p
2

h2 F lnS r p

l̄ D 2
1

4 S r p

l̄ D 2G ,
~53!

l̄ 51.25S pce

2A3
htD 1/2

11.25r p ,

wherece is defined in~4! andp0 in ~29!.
Figure 10 also shows that increasingr d reducessmax for

a fixed h because reflected waves contribute less to total
stress. In fact, depending on pulse widthDt f there is a
threshold r d above whichsmax does not change.3 Figure
11~a! plots as againstr e /r p with h as parameter for a disk
with simply supported edges,r d539, and 0.25 in<h<1 in.
For h50.4 in and 0.5 in,as rises above unity, and well
above the otherh’s. As r e approaches the edge,as dimin-
ishes smoothly for allh. Figure 11~b! plots as for h
50.5 in and twoDt f ’s. The shapes of the two curves are
similar while the maximumas’s occur at differentr e’s. Fig-
ure 12 plotsas for r d52 in. There,as is always below
unity. The plots ofas in Figs. 13~a! and ~b! are for a disk
with free edges.as reaches a minimum nearr e /r p58, then
rises smoothly withr e for all h. This rise is consistent with
the cantilever effect. In general, the shape ofas does not
follow trends predictable by simplified models since it de-
pends on the interference between waves radiating from the
footprint and incoherent reflections from the edges. The in-
terference is a function of disk geometry, eccentricity and
pulse width.

IV. CONCLUSION

Transient waves in a thick disk and square plate forced
by an eccentric pressure pulse were studied adopting a modal
analysis to the Mindlin equations. Notable results are as fol-
lows.

~1! Stress histories at sensors symmetrically located
from center of impact coincide until waves reflected from the
boundary interfere with the outgoing waves from the foot-
print.

~2! For central impact, reflected waves in a disk produce
strong fluctuations in stress history compared to the square
plate because of coherence in the disk. These fluctuations
intensify in the square plate as center of impactr e moves
toward the edge.

~3! Histories of the disk and square plate agree more in
shape and magnitude for simply supported edges than for
free edges.

~4! Stress factorsas(r e) of peak stress response rises or
falls from unity asr e increases from zero tor d , depending
on h, r d , and Dt f . This change does not follow a trend
predictable by simplified models because of the complicated
interference between waves radiating from the footprint and
incoherent reflections from the edges.

~5! For free edges,as(r e) always rises asr e approaches
the edge.
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If the acoustic reflection coefficient is minimum phase, then the causality condition can be used to
reconstruct its phase from its magnitude. Such reconstructions are useful when environmental
conditions obscure the phase, which is vital to understanding the dynamics of the reflecting object.
However, the reconstructions are usually impossible because one cannot be sure that the reflection
coefficient is minimum phase. The present work addresses this difficulty by formulating a
time-domain description of the minimum phase condition and by identifying classes of submerged
objects that always create minimum phase reflection coefficients. Numerical examples are used to
confirm the analytical findings and to illustrate their applicability to objects that reflect sound with
a wide range of magnitudes. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1416903#

PACS numbers: 43.40.Fz@CBB#

I. INTRODUCTION

It is often the case in experiments and sensing activities
that the magnitude of a reflected or transmitted acoustic
wave is more easily measured than its phase. While the mag-
nitude can be accurately estimated from suitable time aver-
ages, ambient noise as well uncertainties in target and re-
ceiver locations conspire to contaminate the phase over
broad frequency bands. These factors typically leave the ex-
perimentalist with nothing but an accurately measured reflec-
tion coefficient magnitude over the frequency range of inter-
est. If the phase of the reflection coefficient was known, the
complex valued reflection coefficient could be used to deter-
mine dynamics properties of the object that enhance its iden-
tification. For this reason, the present article is concerned
with the finding of a reflection coefficient phase from its
magnitude using causality.

Causality requires that the response of a system cannot
precede its cause. Analysis of this condition in the frequency
domain yields integral relationships between the real and
imaginary parts of any transfer function. If the function is
minimum phase, a property that shall be discussed in greater
detail later, then its magnitude and phase are also related by
causality. Derivations of these relations and their mathemati-
cal properties are given by Papoulis1 and in The Transform
Handbook.2 The relations have been useful in physics and
engineering, most notably in electromagnetic scattering
theory,3–6 and electrical network design.7–10

Recently, the problem of recovering nonminimum phase
from the magnitude of a transfer function has received in-
creased attention. Sarkar11 presented a method that relies on
a Fourier series expansion of the real and imaginary parts of
the transfer function. The Fourier coefficients are initially
chosen by recovering the minimum phase and are then itera-
tively adjusted so that the magnitude of the transfer function
matches a measured value. While this technique has been

useful in examples involving the antenna radiation-power
patterns and microwave filters, it does not produce correct
results for the problems considered here. The fundamental
reason is that the reflection coefficient phase does not exhibit
the same frequency characteristics as the phases in the elec-
tromagnetic examples considered by Sarkar.

The causality condition has been used to relate portions
of transfer functions that arise in acoustic radiation problems.
Such problems are often characterized by the frequency-
dependent radiation impedance of a wetted surface, defined
here as the ratio of surface pressure to velocity. Causality
may be generally used to relate the real and imaginary parts
of this transfer function, as was first suggested by Mangulis12

and used by Radlinski and Meyers.13 In these applications,
the causality condition requires that an acoustic pressure on
the surface cannot be produced until it acquires a nonzero
velocity.

The one-dimensional acoustic reflection and transmis-
sion problems typically involve two transfer functions,
which make the problems more complex than the radiation
ones considered by Mangulis and Radlinski and Meyers. The
first is the mechanical impedance of the object, defined here
as the ratio of applied force to velocity. For this transfer
function, the causality requirement is best described by con-
sidering the objectin vacuoand applying a force to produce
a specified velocity. The velocity is the input and the force is
the output, so causality requires that no force may be mea-
sured until the velocity occurs. The second transfer function
is the reflection coefficient, defined here as the ratio of the
reflected wave amplitude to the incident wave amplitude.
Here, causality requires that waves may not be reflected from
an object before an incident wave arrives. Since the object
impedance and the reflection coefficient are algebraically re-
lated, causal impedances produce causal reflection coeffi-
cients. These ideas were first explored by McDaniel14 for
one-dimensional acoustic reflections from mass-spring-
dashpot systems.

The first goal of the present article is to interpret thea!Electronic mail: jgm@bu.edu
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minimum phase condition for the reflection of a plane wave
normally incident on a uniform impedance surface. This is
achieved by reviewing existing descriptions of the minimum
phase condition and describing a new time-domain interpre-
tation. The second goal is to identify two classes of sub-
merged objects that produce minimum phase reflection coef-
ficients. The first class consists of objects that effectively
transfer velocity and the second class consists of objects that
effectively transfer force.

II. EXISTING DESCRIPTIONS OF THE MINIMUM
PHASE CONDITION

In this section, existing descriptions of the minimum
phase condition have been collected from a variety of disci-
plines and are presented first in the frequency domain and
then in the time domain. The following Fourier transform
convention is used:

H~v!5F$h~ t !%5E
2`

`

h~ t !eivtdt, ~1!

h~ t !5F 21$H~v!%5
1

2pE2`

`

H~v!e2 ivtdv. ~2!

Throughout this discussion,h(t) is assumed to be the im-
pulse response of a physical system andH(v) is the transfer
function for the system.

Before discussing the phase properties ofH(v), let us
recall two conditions on passive linear physical systems.
Sinceh(t) is the response to a Dirac input att50, causality
requires thath(t)50 for t,0. The implication of this con-
dition for H(v) is more subtle. When time is negative, the
inverse Fourier integral may be evaluated by closing a con-
tour in the upper half of the complex frequency plane. The
causal requirement of no response for negative times leads
directly to the condition thatH(v) may not have poles in the
upper half of the complex frequency plane. Further
analysis1,2 reveals that the real and imaginary parts ofH(v)
are related by Hilbert transforms. WritingH(v)5Hr(v)
1Hi(v), causality requires that

Hi~v!5H$Hr~v!%5
1

pE2`

` Hr~y!

v2y
dy, ~3!

Hr~v!52H$Hi~v!%5Hr~0!2
1

pE2`

` Hi~y!

v2y
dy. ~4!

The second condition is that the impulse response should be
real-valued, orI$h(t)%50. This condition is met by requir-
ing

H~v!5H* ~2v!, ~5!

where the superscripted * denotes the complex conjugate.
One description of the minimum phase condition, which

is accepted by many as the definition, is thatH(v) may not
have zeros in the upper half of the complex frequency plane.1

This condition insures that the system’s inverse transfer
function is also causal becauseH21(v) will have no poles in
the upper plane ifH(v) has no zeros there.9,15 The inverse
impulse response,F 21$H21(v)%, is only causal when

H(v) is minimum phase. This concept often arises in the
context of a causal inverse filter in noise control.16 Zeros in
the upper half of the complex frequency domain create phase
shifts in the transfer function as frequency is varied along the
real axis, which is the hallmark of a nonminimum phase
function. In particular, passing beneath a zero in the upper
half of the plane creates a phase shift of (2p).17 One can
show that as frequency is varied from infinity to zero, a
nonminimum phase function experiences a greater positive
phase shift than a minimum phase function with the same
magnitude.18 This is the source of theminimum phaseadjec-
tive.

Further insight into the minimum phase condition may
be gained by expressing a nonminimum phase transfer func-
tion as a product of a minimum phase function,Hmp, and an
all-pass functionHap,16–19

Hnmp~v!5Hap~v!Hmp~v!. ~6!

Each of the two functions on the right is required to satisfy
the causality and real-valued conditions in Eqs.~3!–~5!. In
addition, the all-pass function must have a unit magnitude at
all frequencies,

uHap~v!u51. ~7!

In this way, each nonminimum phase function has an asso-
ciated minimum phase function that has the same magnitude
but a different phase.

One useful form of the all-pass function is given by
Victor,19

Hap~v!5eivD)
j

P~v,uj !. ~8!

The exponential term is recognized as a time shiftD that
creates a pure delay in response. For simplicity, we shall
henceforth assumed that time has been referenced to the first
occurrence of an output signal, so thatD50. The factors are
defined as

P~v,uj !5
v2uj

v2uj*
. ~9!

These factors and their product are sometimes referred to as
the Blaschke factors and product.5 In order forHap to satisfy
the causality and real-valued conditions, the Blaschke prod-
uct must be carefully chosen. To satisfy the causality condi-
tion, the poles should be in the lower plane. This requires
that I$uj%.0. To satisfy the real-valued condition, the
Blaschke product must have the property indicated in Eq.
~5!,

)
j

P~v,uj !5)
j

P* ~2v,uj !. ~10!

This may be achieved by either choosing the Blaschke fac-
tors in pairs of the formP(w,uj ) and P(w,uk), where
R$uj%52R$uk%, or by requiring a single factor to have a
pure imaginaryuj .

Time-domain descriptions of the minimum phase condi-
tion have received far less attention in the literature but are
interesting and useful. The present article shall use a descrip-
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tion that was presented by Eisner15 and involves the output
energy of the system. Let the energy contained in an arbitrary
responseg(t) up to timeT be defined as

Eg5E
2`

T

ug~ t !u2dt. ~11!

Let us further defineh(t) to beg(t) convolved with an all-
pass and causal functionp(t), so that g(t)5h(t)* p(t).
Then one can show that

Eh>Eg . ~12!

This implies that any multiplication by a causal all-pass
function has the effect of decreasing the energy that has ar-
rived up to a timeT. The key implication of this result for the
present work is that the response energy in a minimum phase
system integrated up to timeT is greater than that of a non-
minimum phase system with the same frequency-domain
magnitude.

For convenience of referral, we include the proof of Eq.
~12! that was presented by Eisner. A truncated functiongT(t)
is defined according to

gT~ t !5H g~ t !, t<T,

0, t.T.
~13!

This allowsEg to be expressed as an infinite integral instead
of the semi-infinite integral given in Eq.~11!,

Eg5E
2`

`

ugT~ t !u2dt. ~14!

Since we now have an infinite integral, Parseval’s formula is
applied to get

Eg5E
2`

`

uGT~ f !u2d f . ~15!

If p(t) is an all-pass function, thenuP( f )u51. Inserting this
unity factor in the integrand of Eq.~15! and again applying
Paresval’s formula results in

Eg5E
2`

`

ugT~ t !* p~ t !u2dt. ~16!

As the integrand is always positive,

Eg>E
2`

T

ugT~ t !* p~ t !u2dt. ~17!

Recalling that p(t) is causal, one can show thatgT* p
5g* p5h for t<T. Inserting this relation into the above
equation gives

Eg>E
2`

T

uhu2dt, ~18!

which is Eq.~12!.
Finally, the minimum phase is often described as the

phase obtained by taking the Hilbert transform of the loga-
rithm of the magnitude.13 If the minimum phase function is
written as

Hmp~v!5exp~amp1 iump!, ~19!

then the minimum phase and log magnitude are related by

ump~v!5H$amp~v!%, ~20!

amp~v!5a~0!1H$ump~v!%. ~21!

This description is of course related to the others. IfHmp(v)
has no zeros in the upper plane, then one can create a new
transfer function by taking the logarithm of Eq.~19!. The
real and imaginary parts of this new transfer function are
related by the Hilbert transform relations in Eqs.~3! and~4!,
leading to the above equations.

III. A RESPONSE-BASED DESCRIPTION OF THE
MINIMUM PHASE CONDITION

In this section, a time-domain description of the mini-
mum phase condition is presented that complements the de-
scriptions in the previous section by giving physical insight
into the time-domain response of nonminimum phase func-
tions. For clarity, the discussion begins with a simple form of
the all-pass function in Eq.~8!. Following discussion of this
example, a generalization is presented.

Consider a single Blaschke factor,

Hap~v!5
v2u

v2u*
. ~22!

The real-valued condition in Eq.~5! leads to the condition
that u be pure imaginary. Writingu5 iui , the function is
expressed as

Hap~v!512ui

2ui2 i2v

ui
21v2

. ~23!

When this function is taken into the time domain by Eq.~2!,
the following simple form results:20

hap~ t !5H 0, t,0,

d~ t !22uie
2ui t, t>0.

~24!

The frequency-domain multiplication of the all-pass and
minimum phase functions in Eq.~6! amounts to a convolu-
tion in the time domain,

hnmp~ t !5hap~ t !* hmp~ t !. ~25!

Using Eq.~24!, the nonminimum phase impulse response is

hnmp~ t !5hmp~ t !22ui@e2ui t* hmp~ t !#. ~26!

Therefore, the nonminimum phase response is a sum of the
minimum phase response and the response of the minimum
phase system to an additional exponential forcing function.

Generalization of this result to the general case is con-
ceptually straightforward. The all-pass function in Eq.~8! is
cast in the form

Hap~v!512H rem~v!. ~27!

Substituting Eq.~27! into Eq. ~6! gives

Hnmp~v!5Hmp~v!2Hmp~v!H rem~v!, ~28!

or, in the time domain,

hnmp~ t !5hmp~ t !2hrem~ t !* hmp~ t !. ~29!
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These results indicate that the nonminimum phase impulse
response is the sum of the equivalent minimum phase im-
pulse response and the response of the minimum phase sys-
tem to a forcing function ofhrem(t).

It is interesting to note that this forcing function,
hrem(t), is causal and real-valued. One may observe the real-
valued property by evaluating the real and imaginary parts of
Eq. ~27! at negative and positive frequencies. These evalua-
tions lead to

H rem~v!5H rem* ~2v!. ~30!

The remainder function is recognized as causal by taking the
inverse Fourier transform of Eq.~27!,

hrem~ t !5d~ t !2hap~ t !. ~31!

Becaused(t) and hap(t) are both causal,hrem(t) must be
causal.

IV. A MINIMUM PHASE CONDITION FOR THE
REFLECTION COEFFICIENT

In this and the following sections, the minimum phase
condition is explored for the reflection coefficient of a pas-
sive object immersed in an infinite waveguide. For clarity,
the one-dimensional problem shown in Fig. 1 will serve as
the basis for discussion. In this figure, the object is posi-
tioned in an infinite waveguide of cross-sectional areaA that
contains a fluid with sound speedc and mass densityr.
Forces are transmitted between the object and the fluid via
two rigid massless pistons. The object is ensonified by an
incident wave, creating reflected and transmitted waves that
propagate away from the object.

In the frequency domain, the dynamic properties of the
object are completely described by an impedance matrix that
relates forces and velocities at the ports labeled 1 and 2 in the
figure according to

HF1~v!

F2~v!J 5FZ11~v! Z12~v!

Z21~v! Z22~v!
G HV1~v!

V2~v!J , ~32!

whereF1 andF2 are the forces applied to the object by the
fluid in the directions of the velocitiesV1 and V2 , all of
which are defined as positive in thex direction. Reciprocity
requires the impedance matrix to be symmetric, so that
Z12(v)5Z21(v). The effective impedance seen by the inci-
dent wave is simplyZeff5F2 /V2 .

This effective impedance is found by noting equal and
opposite forces between the object and the fluid at port 1 and

by noting that the fluid to the left of the object requires the
ratio F1 /V152Zfl , whereZfl5rcA. Algebraic combination
of this result with Eq.~32! gives the effective impedance
seen by the incident wave,

Zeff5Z222
Z12

2

Z111Zfl
. ~33!

The effective impedance is the drive-point impedance
presented by the object and the fluid to the left of the object
if the fluid to the right of the object were removed. It has
been shown that the drive-point impedance of any linear sys-
tem, electrical or mechanical, belongs to a class of ‘‘positive
real’’ functions.1,21 These functions possess many interesting
properties, but the most important to the present discussion is
that the real part of a positive real function is positive in the
upper half of the complex frequency plane and on the real
frequency axis. This property, which is a direct consequence
of causality and passivity, will be used in the following sec-
tions to identify minimum phase reflection coefficients for
two special cases.

When an incident wave of unit amplitude strikes the
object, a reflected wave is created that propagates away from
the object. The acoustic pressure in the fluid due to this re-
flected wave is

Pr~v,x!5R~v!eik(v)x, ~34!

whereR is the reflection coefficient andk5v/c is the acous-
tic wavenumber. Continuity of force and displacement at the
right-hand piston face yields an algebraic relationship be-
tween the reflection coefficient and the effective
impedance,22

R~v!5
zeff~v!21

zeff~v!11
, ~35!

where the normalized effective impedance is

zeff~v!5Zeff~v!/~rcA!. ~36!

The reflection coefficient is minimum phase when it has
no zeros in the upper half of the complex frequency plane.
One means of satisfying this condition is to require the real
part of the numerator to be strictly positive or negative in this
region, so that it cannot pass through a zero. If either

R$zeff~v!%.1 for I$v%>0 ~37!

or

R$zeff~v!%,1 for I$v%>0, ~38!

then R is minimum phase. Evaluation of these criteria re-
quires a detailed knowledge of the generally complex-valued
impedance matrix. In the envisioned applications, where
only the magnitude of the reflection coefficient is measured,
one usually knows very little about the impedance matrix
and the above criterion are not helpful. This difficulty is
overcome in the special cases described in the following two
sections.

Before considering these special cases, let us develop
some additional physical intuition of the minimum phase
condition on the reflection coefficient by specializing the
time-domain descriptions presented in the previous two sec-

FIG. 1. A schematic of the one-dimensional reflection and transmission of
acoustic waves by a passive linear object.
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tions. The reflection coefficient may be interpreted as the
Fourier transform of the reflected pressure due to an incident
wave that applies a Dirac pressure distribution to the object
at time t50. Since the magnitude of the acoustic intensity
vector for a plane wave isI 5p2/(rc), the energy quantity
defined in Eq.~11! is proportional to the integrated acoustic
energy that has left the object up to timeT. Therefore, an
object with a minimum phase reflection coefficient has the
property of reflecting the acoustic energy faster than an ob-
ject with the same magnitude of reflection coefficient but
with a nonminimum phase.

The response-based description of the minimum phase
property presented in the previous section also provides a
physical basis for interpreting the reflection coefficient. In
particular, Eq.~29! can be applied to the reflection problem
by interpretinghnmp as the pressure reflected by a nonmini-
mum phase object. This pressure is a sum of two terms. The
first is identified as the pressure reflected when a Dirac inci-
dent wave ensonifies a minimum phase object with the same
reflection coefficient magnitude. The second term is the pres-
sure radiated by the same minimum phase object when
forced by a pressure distribution of2hrem(t) applied to the
object.

V. SYSTEMS WITH PERFECT VELOCITY TRANSFER

In this section, the reflection coefficient is shown to be
minimum phase when the velocities at points 1 and 2 in Fig.
1 are equal. This situation is sometimes referred to as ‘‘per-
fect velocity transfer.’’ While it is tempting to interpret this
as a rigid body condition, one must bear in mind that the
object may have internal degrees-of-freedom due to internal
inertia and flexibility. The condition of perfect velocity trans-
fer only requires that the boundary velocities at points 1 and
2 are equal. One example of such an object would be a very
stiff container with an assemblage of masses, springs, and
dashpots inside.

In order to understand the conditions that lead to perfect
velocity transfer, Eq.~32! is inverted to the form

HV1~v!

V2~v!J 5FY11~v! Y12~v!

Y21~v! Y22~v!
G HF1~v!

F2~v!J , ~39!

where the admittance matrix is the inverse of the impedance
matrix, @Y#5@Z#21. Equating the velocities leads to the
condition

~Y112Y12!F15~Y222Y12!F2 . ~40!

For this equation to hold for arbitrary frequency-dependent
forces, every element in the admittance matrix must be iden-
tical so that

@Y#5FYvt Yvt

Yvt Yvt
G , ~41!

where the subscriptedvt denotes the assumed ‘‘velocity
transfer’’ property of the object. Substitution of this result
into Eq. ~39! yields the simple relation

Fnet5ZvtV, ~42!

where the net force acting on the object isFnet5F11F2 and
V is either V1 or V2 . The velocity transfer impedance is
simply Zvt51/Yvt . This impedance acts in parallel to the
acoustic impedance of the fluid to the left of the piston be-
cause the velocities of the fluid and the object are identical.
Alternatively, the structural admittance acts in series with the
fluid admittance.

A schematic of the reduced system is shown in Fig. 2.
The normalized effective impedance defined by Eqs.~33!
and ~36! is simply

zeff511zvt . ~43!

Now, we use the previously quoted result that the drive-point
impedance,zvt , of a passive linear system is a positive real
function. Its real part is always positive in the upper half of
the complex frequency plane and the real part ofzeff is al-
ways greater than unity. Therefore, the condition in Eq.~37!
is met and the reflection coefficient is always minimum
phase.

To illustrate this result, let us consider objects that sat-
isfy the velocity transfer assumption. For these examples, the
impedance of the object is generated by the following Fou-
rier series with real-valued Fourier coefficients:

zvt~v!5a01 (
n51

N

anexpS inpv

V D . ~44!

This function satisfies the causality condition in Eqs.~3! and
~4!, since the Hilbert transform of sin(npv/V) is
cos(npv/V). For n.0, the coefficients are chosen by

an5
a0~122r n!

N
, ~45!

where r n is a random number that is uniformly distributed
over the interval 0<r n<1. This selection insures that
R$zvt%.0 and the system is therefore passive. In all of our
simulations, we setN550. The leading term,a0 , was used
to control the magnitude of the impedance.

In the first example, we seta050.1 to simulate an ap-
proximately pressure-release surface. The real and imaginary
parts of the object impedance obtained by using this value in
Eqs.~44! and ~45! are shown in Fig. 3. The reflection coef-
ficient was evaluated using Eq.~35!. The magnitude and
phase of the reflection coefficient are shown in Fig. 4. In the
envisioned applications, the phase would not be known and
causality would be used to predict it from the magnitude. To
this end, a causally predicted phase is computed by inserting
the magnitude of the reflection coefficient in Eq.~21!. This

FIG. 2. A schematic of the system in Fig. 1 under the assumption that the
object transmits velocity.
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phase coincides with the actual phase in Fig. 4, indicating
that the reflection coefficient is indeed minimum phase.

To further illustrate this result, an object with a large
reflection coefficient magnitude was simulated by choosing
a0550. The real and imaginary parts of the resulting imped-
ance are shown in Fig. 5, where we see a magnitude that
exceeds 0.95 everywhere. The magnitude and phase of the
reflection coefficient are shown in Fig. 6. Again, the causally
predicted phase coincides with the actual phase because the
reflection coefficient is minimum phase.

VI. SYSTEMS WITH PERFECT FORCE TRANSFER

This section describes the minimum phase reflection co-
efficient that results when an object transmits force perfectly.
To achieve this limit, the forces applied to the object by the
fluid must be equal but opposite,F152F2 . Physically, this
condition results when the mass of the object is small. New-

ton’s second law then requires the net force on the object to
be zero. One example of such a system is a layer of air in
water with a normally incident wave.

Applying this condition to Eq.~32! results in

~Z111Z12!V152~Z121Z22!V2 . ~46!

For this equation to hold for arbitrary frequency-dependent
velocities, the impedance matrix must have the form

@Z#5F Zft 2Zft

2Zft Zft
G , ~47!

where the subscripted ft denotes the assumed ‘‘force trans-
fer’’ property of the object.

Substitution of this result into Eq.~32! yields the simple
relation

F152F25Zft~V22V1!. ~48!

FIG. 3. Real and imaginary parts of normalized object impedance,zvt , for
an object that transfers velocity and has a low magnitude of impedance.

FIG. 4. Magnitude and phase of the reflection coefficient for an object that
transfers velocity and has the impedance shown in Fig. 3. Causality is used
to recover the phase from the magnitude.

FIG. 5. Real and imaginary parts of normalized object impedance,zvt , for
an object that transfers velocity and has a high magnitude of impedance.

FIG. 6. Magnitude and phase of the reflection coefficient for an object that
transfers velocity and has the impedance shown in Fig. 5. Causality is used
to recover the phase from the magnitude.
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Recalling thatF152ZflV1 , one finds that this impedance
acts in series with the acoustic impedance of the fluid to the
left of the piston. Therefore, the normalized effective imped-
ance is

zeff5
zft

11zft

. ~49!

A schematic of the reduced system is shown in Fig. 7. This
reduced system can also be represented by parallel admit-
tances, so that the effective normalized admittance isyeff

511yft . The reflection coefficient is found from Eq.~35!,

R5
12yeff

11yeff

. ~50!

It has been shown21 that the drive-point admittance is also a
positive real function. Therefore, its real part is always posi-
tive in the upper half of the complex frequency plane and the
real part ofyeff is always greater than unity. The condition in
Eq. ~38! is met and the reflection coefficient is always mini-
mum phase.

This finding will be illustrated by generating random
admittances in the same way that random impedances were
generated in the previous section. The admittance of the ob-
ject is generated by the following Fourier series with real-
valued Fourier coefficients:

yft~v!5a01 (
n51

N

anexpS inpv

V D , ~51!

which is causal and real-valued in the time domain. The
passivity condition is satisfied by the choice ofan given in
Eq. ~45!. Again, we setN550 in all of the examples.

Choosinga0550 creates a large object admittance that
results in a small reflection. The real and imaginary parts of
the object admittance obtained by using this value in Eqs.
~51! and ~45! are shown in Fig. 8. In order to show that the
reflection coefficient for this object is minimum phase, it was
evaluated using Eq.~35!. The magnitude and phase of the
reflection coefficient computed from Eq.~50! are shown in
Fig. 9. As in the previous section, a causally predicted phase
is computed by inserting the reflection coefficient magnitude
in Eq. ~21!. This phase coincides with the actual phase in
Fig. 9, indicating that the reflection coefficient is indeed
minimum phase.

This finding persists even when the object admittance is
very low. Choosinga050.1 creates a low admittance whose
real and imaginary parts are shown in Fig. 10. Figure 11
shows the magnitude and phase of the associated reflection

coefficient. Again, the agreement between the actual phase
and the causally predicted phase confirms the analytical re-
sult that the reflection coefficient is minimum phase.

VII. CONCLUSIONS

A response-based description of the minimum phase
condition in the time domain has been developed and applied
to the one-dimensional interactions of acoustic waves with a
submerged object. This description decomposes the nonmini-
mum phase reflection into the reflection from an equivalent
minimum phase structure and the radiation created by a forc-
ing function applied to the object. An energy-based descrip-
tion of the minimum phase condition presented by Eisner has
also been valuable. In particular, this description reveals that
an object with a minimum phase reflection coefficient returns
energy to the fluid sooner than an equivalent nonminimum
phase object.

FIG. 7. A schematic of the system in Fig. 1 under the assumption that the
object transmits force.

FIG. 8. Real and imaginary parts of normalized object admittance,yft , for
an object that transfers force and has a high magnitude of admittance.

FIG. 9. Magnitude and phase of the reflection coefficient for an object that
transfers force and has the admittance shown in Fig. 8. Causality is used to
recover the phase from the magnitude.
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A condition on the impedance matrix was derived that
guarantees a minimum phase reflection coefficient. While the
condition is impossible to evaluate in cases where only the
reflection coefficient magnitude is measured, it did lead to
two special cases. In particular, it was shown that submerged
objects that either transmit force or velocity from one body
of fluid to another always create minimum phase reflection
coefficients. The proofs were based on the positive real prop-
erties of drive-point impedance and admittance. The numeri-
cal examples confirmed these analytical results for structures
with small and large reflection coefficients.

The results of this one-dimensional study are expected
to be useful in two contexts. First, the results will be appli-
cable to problems involving acoustic transmission through
nonhomogeneous layers that satisfy either the force or veloc-
ity transfer condition. Here, the results allow one to charac-
terize the frequency-dependent layer properties by only mea-

suring the magnitude of reflected sound. Second, the results
will provide a basis for analyzing more complex three-
dimensional scattering problems. For example, monostatic
scattering measurements for three-dimensional structures can
be modeled by replacing the structure with an effective im-
pedance screen that is perpendicular to the incident wave
front. This will be the subject of a future paper.
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A diffuse acoustic field is shown to have correlations equal to the Green’s function of the body.
Simple plausibility arguments for this assertion are followed by a more detailed proof. A careful
version of the statement is found to include caveats in regard to how diffuse the field truly is, the
spectrum of the diffuse field, and the phase of the receivers. Ultrasonic laboratory tests confirm the
assertion. The main features of the direct signal between two transducers are indeed recovered by
cross correlating their responses to a diffuse field generated by a third transducer. The quality of the
recovery improves with increased averaging and the use of multiple sources. Applications are
discussed. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1417528#

PACS numbers: 43.40.Qi, 43.40.Hb, 43.35.Yb@DEC#

I. INTRODUCTION

The literature of the last several years on diffuse ultra-
sonic fields in solids,1–6 on diffuse vibrations in structural
acoustics,6–11 and on diffuse seismic fields in the earth’s
crust12–14has largely neglected the field’s phase, and focused
instead on the field’s spectral energy density. This is for good
reason; fields which have reflected or scattered many times
from specimen surfaces or inclusions resist detailed analysis.
The spectral energy density of such a field evolves slowly
and in a manner that may be comprehended by theory, but
the phase is not predicted. The amplitude of typical diffuse
field signals is predictable; the details of the stochastic wave-
forms are not. More recently it has been pointed out that
diffuse field phase, while not predictable, varies with speci-
men temperature in a simple fashion.15,16

While phase is not predictable, in many systems it is
coherent. There are definite correlations that survive the mul-
tiple scattering. These correlations manifest in striking phe-
nomena, acoustic time reversal~e.g., Refs. 17–20!, and weak
localization21–23 being among them. Kramers–Kronig rela-
tions indicate that phase is related to features in spectral
power densities, so a recent report that a diffuse field has fine
spectral features related to local geometry24 is implicitly also
an indication that the field’s phase has such information.
There are also some indications in older work that local ge-
ometry information is implicit in diffuse field spectra.3,4,25

Here it will be shown that one can be much more precise
about the information in the fine features of the spectrum,
and that the diffuse field, including its phase and amplitude
variations in space and time, contains information exactly
equivalent to local responses. More specifically, the temporal
cross-correlation function between the signals received si-
multaneously in two distinct transducers is shown to be the
signal which one transducer would receive when the other is
given an impulsive excitation. The correlation displays all
travel paths between the two points, including those with
multiple reflections. A similar observation was recently made
by Draeger and Fink.20

In the next section that assertion is given two rough
proofs, each of which is intended to illuminate some of the

basic physics behind the equivalence. Then the equivalence
is derived more carefully, under certain approximations, for
the case in which the field is generated by a third transducer
and is not necessarily fully diffuse and/or may have spectral
features of its own. Theoretical estimates are suggested for
the amount of averaging necessary before convergence may
be achieved. An ultrasonic laboratory demonstration, for the
case of a reverberant solid body, is presented in Sec. IV. The
article concludes with a discussion of some remaining dis-
crepancies and of potential extensions and applications.

II. PLAUSIBILITY ARGUMENTS

That the correlations of a diffuse field are related to local
transient responses is easy to establish. In this section two
distinct arguments are presented. The first is based on the
standard definition of a diffuse field, as one with uncorrelated
random modal amplitudes with equal variances. The second
is based on an assumption that an instantaneous diffuse field
is spatially uncorrelated.

A. Plausibility argument no. 1

A diffuse field f in a finite body may be expressed in
modal form by

f~x,t !5R(
n51

`

anun~x!exp$ ivnt%, ~1!

where thean are complex modal amplitudes and theun are
the real orthogonal mode shapes. If the field is elastody-
namic,u andf are vector valued. Theun are real and ortho-
normal:

E run•um d3x5dnm .

A statement that the fieldf is diffuse with specified real
spectral power density is equivalent to stating that the modal
amplitudes are uncorrelated random variables

^anam* &5dnmF~vn!, ~2!
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whereF is a smooth function related to spectral energy den-
sity, equal to1

2F^u2& times the modal density.
It is a simple matter to construct the cross correlation of

the fields atx andy:

^f~x,t !f~y,t1t!&5
1

2
R(

n51

`

F~vn!un~x!un~y!

3exp$2 ivnt%. ~3!

If F;const and an antiderivative*0
t( )dt is taken, this is

readily recognized as similar to the Green’s functionGxy

governing propagation fromx to y

Gxy~t!5 (
n51

`

un~x!un~y!
sinvnt

vn

~ for t.0, 0, otherwise!. ~4!

The expression~3! differs from the time derivative of the
actual Green’s function by~a! the presence of the factorF/2
which modifies its spectrum, and~b! by ~3!’s support at
negativet.

B. Plausibility argument no. 2

That local response would emerge from correlations of a
diffuse field is also apparent from a propagator description.
In the absence of external loads acting in the interval@ t,t
1t#, the field at timet1t may be determined by propaga-
tion from initial conditions at timet by means of a matrix
multiplication:

Hf~y!

f~y!J
t1t

5E 1

r~x! F Ġyx~t! Gyx~t!

G̈yx~t! Ġyx~t!
G Hf~x!

f~x!J
t

d3x. ~5!

This expression is not widely employed, but it is not difficult
to prove. It follows readily from the usual definition of the
Green’s function as relating concentrated impulsive loads to
subsequent responses, and a recognition that initial condi-
tions $f(x),f(x)% may be established in a previously quies-
cent system by application of a distributed impulse
f(x)d(t)/r(x) and a distributed derivative-of-an-impulse
f(x)d(t)/r(x).

A presumption that the fields at timet have no spatial
correlations,

^f~x,t !f~y,t !&5d3~x2y!F~x!; ^f~x,t !ḟ~y,t !&50,
~6!

then leads to a conclusion that the fields at different timesare
correlated:

^f~y,t1t ! f~x,t !&5F~x!/r~x! Ġyx~t!. ~7!

An actual field can be expected to have short-range correla-
tions at fixed times, correlations with a range inversely pro-
portional to the bandwidth of the diffuse field. Thus this ar-
gument is incompletely satisfactory.

Each of the above arguments establishes the plausibility
of the assertion. Each also indicates that there may exist
subtleties related to the spectrum of the diffuse field. Each
has conveniently disregarded other subtleties as to what pre-
cisely is meant by the averaging^ &. In the next section we

attempt a derivation of the central assertion, a derivation
based on more precise statements about the spectrum of the
diffuse field, and more precise statements as to what is meant
by the averaging. It also treats practical complications that
would attend the use of receivers with finite bandwidths.

III. DETAILED ARGUMENT

In practice, ultrasonic fields are diffuse only in a limited
sense, even long after the source has acted. They do not
precisely satisfy~2!, if for no other reason then because it is
far from clear what is meant by the averaging. Theam are
constants, independent of time and space. In practice there is
no ensemble for laboratory averaging. Spatial averaging in
the laboratory is avoided as tedious. Nevertheless, a particu-
lar transient source in a finite elastic body is expected to
excite modes with no particular biases. There is a sense in
which each mode receives a random amount of energy, pro-
portional to its~random! participation at the site where the
load is applied, and that short-range frequency averages
ought to be equivalent to the theoretician’s ensemble aver-
ages.

Here we consider an ultrasonic field to be created by a
deterministic transient load applied at a source point ‘‘s’’ in
an elastic body. This is the case in laboratory practice. Sub-
sequent to the action of this source, and subsequent to the
ring time of the receivers, the responses in two receivers atx
andy, and at the source ats, are given by

Vx~ t !5 (
n51

`

un~x!un~s!T@X̃~vn!S̃~vn!exp$ ivnt%/vn#,

Vy~ t !5 (
n51

`

un~y!un~s!T@Ỹ~vn!S̃~vn!exp$ ivnt%/vn#,

~8!

Vs~ t !5 (
n51

`

un~s!2T@S̃~vn!2 exp$ ivnt%/vn#,

whereX̃, Ỹ, andS̃ are the transducer receiver functions atx
andy and the source function ats. These expressions will be
used only at late times, so the conditiont.ring time of trans-
ducers, need not be emphasized.

Our central assertion is that the direct signal fromx to y
is somehow present in the correlations ofVx andVy . But it
will be seen that it is not the actual direct response that is
recovered, but rather an acausal waveformuxy given by

uxy~ t !5 (
n51

`

un~x!un~y!T@X̃~vn!Ỹ~vn!exp$ ivnt%/vn# ;t.

~9a!

The acausal waveformuxy ~9a! is the signal that would be
received if the Green’s function~4! were extended~acaus-
ally! to negativet:

uxy~ t !5Y~ t ! ^ Gxy
~Extended!~ t ! ^ X~ t !, ~9b!

where we have assumed that the source functionX(t) of the
transducer atx is identical to the receiver function of the
same transducer. Equation~9b! differs from the actual signal
vxy received atx due to a source aty:
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vxy~ t !5Y~ t ! ^ Gxy~ t ! ^ X~ t !, ~10!

which is the convolution of transducer functionsY and X
with the causal Green’s function~4!. The two expressions are
identical, however, at times after the ring time of the trans-
ducersX andY.

A temporal cross-correlation function betweenVx and
Vy is constructed by means of a time integration over a finite
time intervalDT centered on timeT with window function
W(t):

Cxy~t!5E
t52DT/2

t5DT/2

W~ t !Vx~T1t !Vy~T1t1t! dt. ~11!

Averaging over an ensemble and/or over a set of source po-
sitions is also a possibility. On substituting~8! into ~9!, one
obtains ~after dropping the terms;exp$6i(vn1vm)t% that
vanish if the integration timeDT is long enough compared to
the period of a typical frequency!

Cxy~t!5
1

2 (
n

(
m

un~x!um~y! @un~s!um~s!#/

vmvnRX̃~vn!S̃~vn!Ỹ* ~vm!S̃* ~vm!

3exp$2 ivmt%W̃~vn2vm!exp$ iT~vn2vm!%.

~12!

The double sum now reduces to a single sum, the cross terms
nÞm vanishing. This follows immediately if the window
durationDT is long compared to the ‘‘break time,’’26 equal
to the inverse of the mean eigenfrequency spacing, 2p/Dv. It
also follows, even at moderateDT, if we perform a further
average over a large number of window center timesT. This
is rather similar to the caseDT large. It also follows in a
statistical sense when it is recognized that the factorun(s)
um(s) is stochastic, with zero mean unlessn5m. An aver-
age over all source positionss cancels the cross terms, too,
due to orthogonality of the modes. Similarly, an average over
a small number of discrete sourcess should accelerate the
cancellations. Thus we approximate

Cxy~t!'W̃~0!(
n

@un~s!#2uS̃~vn!u2

2vn
2 RX̃~vn!Ỹ* ~vn!

3un~x!un~y!exp$2 ivnt%. ~13!

Alternatively,

Ċxy~t!'W̃~0!(
n

@un~s!#2uS̃~vn!u2

2
TX̃~vn!Ỹ* ~vn!

3un~x!un~y!exp$2 ivnt%/vn . ~14!

A similar relation was recently given by Draeger and Fink
~Ref. 20, p. 613! in terms of convolutions between time-
reversed and non-time-reversed signals, i.e., cross-
correlation functions. They stated that the convolution of the
backscattering impulse response at a source points with the
time-reversed version ofuxy is the same as the convolution
of the time-reversed response atx to the source ats, with the
response aty to the source ats. Their expression, as given, is
impossible to evaluate, inasmuch as backscattering point

source impulse responses are singular at all times while the
source is acting. We do not doubt, however, that the expres-
sions are closely related.

Except for the factoruSu2un(s)2/2 and the factorY* , Eq.
~14! rather resembles the acausal waveform~9!. If the first
factor could be eliminated, or deconvolved, and if the factor
Y* could be replaced withY, it would be preciselyuxy . As it
stands,~14! represents a distorted version of that response.

The first factor,uSu2un(s)2/2, in the summation is a posi-
tive quantity that depends on the source. It is the work done
by the source on mode numbern. We recognize that it is
stochastic, with uncorrelated rapid variations among neigh-
boring modes. Ift is much less than the break timeTbreak, at
which these variations may be resolved, and ifun(s)2 is
uncorrelated withun(x) and un(y), then the factor may be
replaced with its~short range! frequency average. We define
a real positive quantityf (vn) that depends on source posi-
tion and source time function, but varies only slowly with
frequency:

f ~v!5 1
2^un~s!2&uS̃~v!u2. ~15!

That such modal factors are uncorrelated in this manner was
also assumed in a recent derivation of SEA-like formulas for
mean square responses in complex systems.24 The brackets
^ & now represent an average over modesn with frequencies
vn in the vicinity of v. The quantityf (v) is the spectral
density of work done by the source, divided by the modal
density in the structure. IfuSu is known, and the structure is
reasonably simple in the vicinity of the source, thenf may be
estimated analytically.

Too commonly, in ultrasonics anyway, transducer func-
tions are not known. Very commonly the source vicinity is
too complicated to allow analytic estimation of^u(s)2&. We
therefore propose to determinef by measurements of the au-
tocorrelation function ofVs , a quantity that is not difficult to
obtain.

Css~t!5E
t52Dt

t5DT

W~ t !Vs~T1t !Vs~T1t1t! dt, ~16!

Css~t!'W̃~0!Sn

@un~s!#4uS̃~vn!u4

2vn
2 cos$vnt%. ~17!

The power spectral density ofVs is the Fourier transform of
Css and is clearly

C̃ss~v!5p
dN~v!

dv
W̃~0!^u~s!4&uS~v!u4/2v2, ~18!

where dN/dv is the structure’s modal density. We take
^u4&5E^u2&2 and conclude

f ~v!5A v2C̃ss~v!

2EW̃~0!p@dN/dv#
. ~19!

The identification̂ u4&5E^u2&2, with E53, is accepted
for generic structures at late timesT. It correctsC for the
modal echo, an enhancement of the signal in the vicinity of
the source. At earlier timesT that enhancement is only two.
E’s transition from 2 to 3 takes place on a time scale of the
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break time,TB52p dN/dv. TB is frequency dependent.
Thus we takeE to have aT- andv-dependent value between
2 and 3, as described elsewhere.21–23 In any case, variations
in E are relatively unimportant compared to the more severe
variations usually found inCss.

We now conclude with a statement that the cross-
correlation function betweenVx andVy , after differentiation
with respect to time, and deconvolving the known functionf
andY* /Y, is

ivC̃xy~v!

f ~v!

Ỹ~v!

Ỹ* ~v!
5

ivṼx~v!Ṽy* ~v!

f ~v!

Ỹ~v!

Ỹ* ~v!

5ũxy~v!5X̃~v!Ỹ~v!G̃xy
Extended~v!.

~20!

After inverse Fourier transforming this is the acausal signal
uxy(t), Eq. ~9!.

Equation~20! has been derived using a modal expansion
valid in finite systems for which the time and/or spatial av-
eraging is finite. There is good reason@cf. the plausibility
argument Eq.~5!# for thinking it valid for open infinite sys-
tems, but a proof thereof has not been given. This is an
important avenue for future research.

IV. SPEED AND ACCURACY OF CONVERGENCE

A priori estimates of the degree of averaging necessary
before the Green’s function actually emerges from the corre-
lation are possible. The derivation above@see discussion fol-
lowing Eq. ~12!# suggests that time averaging of the correla-
tion function over a period comparable to the break time,
Tbreak52p/mean eigenfrequency spacing52p/Dv, should
suffice. In fact, the result is exact if the time integration is
taken over the break time and if an additional average over
all source positions is taken. Break times usually exceed sig-
nal durations and therefore averaging over that much time is
generally going to be impractical. In unbounded bodies, the
break time is infinite. Averaging over all source positions is
clearly impossible; averaging over a few may prove imprac-
tical. Nevertheless, there is reason to think that a more mod-
erate amount of averaging should suffice if the intent is to
construct waveforms over short timest only.

In the propagator description~5! one sees that the signal
at time t1t and positiony is composed of an incoherent
superposition of contributions from a large number of distant
~distancect) positionsx. The number of such positionsx
may be estimated by assigning a cubic~square in 2-D! half-
wavelength to each independent positionx, and calculating a
volume ~area! that contributes at time-differencet of
4pc@ct#2/3D f ~or 2p c@ct#/D f in 2-D! whereD f ' f is the
bandwidth of the Green’s function that is to be recovered.
The number of such positions isN532p( f t)2/3 in 3-D and
8pt f in 2-D. Simple arguments assuming all such positions
contribute equally, but that most contribute essentially noise
and only one of them~the one at the position of the other
transducer! is not noise, then allow one to estimate that the
signal emerges from the noise after a number of averages
greater than the number of positionsN. As an independent

term in the average is contributed at different timest sepa-
rated by 1/D f , we conclude that the correlation function
needs to be assembled from a signal of durationDT
@N/D f . This corresponds toDT@32p t(t f )/3 in 3-D and
DT@8pt in 2-D. In a two-dimensional structure with a
multi-branched dispersion relation, e.g., a thick plate, this
estimate must be augmented by a factor equal to the number
of branches that contribute at the frequency of interest.

V. PRACTICAL IMPLEMENTATION

We have attempted to reconstruct local responses from
diffuse fields in the simple blocklike structure of approxi-
mate dimensions 8031403200 mm3 used in an earlier
report.23 It is illustrated in Fig. 1. The signalsVx , Vy , andVs

were obtained using broadband Valpey–Fisher pin-
transducers for which the greatest sensitivity lies in a fre-
quency range from 0.1 to nearly 2 MHz. The transducers
were oil-coupled. Transient signals were generated by a Me-
trotek ultrasonic pulser, applied to transducers. They were
then amplified by 40 dB using battery-powered Panametrics
preamplifiers, and digitized at 5 MSa/s. A 6.4-ms duration
window of the transient signal~32 000 points! in each of the
three receivers,s, x, andy, was captured, repetition averaged,
and passed to a PC. The capture was then repeated for win-
dows centered on successively later timesTD . A direct ap-
plication of Eq.~20! is not appropriate. The latter part of the
;160-ms signal is significantly weaker than the initial part
of it, as absorption has attenuated it. A direct implementation
of ~20! would effectively discard the great amount of infor-
mation present in the latter parts of the signal.

To use all the information we therefore construct the
following average:

x̃~v!5 (
D51

ND ivṼx
D~v!Ṽy

D* ~v!

f ~v!exp$22g~v!TD%
, ~21!

where the sum is over a series ofND('25) nonoverlapping
successive ‘‘delays,’’ each of widthDT56.4 ms, each cen-
tered on a different timeTD . It may be noted that we have
not attempted to correct for the phaseỸ(v)/Ỹ* (v). The
exponential factor in the denominator is intended to compen-
sate for absorption. In each term the factorsV(v) in the

FIG. 1. Irregular block specimen~dimensions;8031403200 mm3 with
25-mm-diam cylindrical hole! and ultrasonic configuration. A transient pulse
is created ats and the resulting diffuse field is detected simultaneously atx
andy 20 mm apart.
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denominator are constructed from the Fourier transforms of
the signalsV(t) in the delayed time window centered onTD .

Vx and Vy were captured simultaneously with a two-
channel digitizer. If the capture were not simultaneous, small
unavoidable fluctuations in temperature, it can be shown,
will introduce uncontrolled time shifts between the contribu-
tions recovered at large delaysD.

In ~21! the factor f, and the decay rateg, were con-
structed from the power spectral density observed inVs by
fitting uṼs

D(v)u2/E(v,TD) to an exponential time depen-
dence:f (v)exp$22g(v)TD%. Thef andg that are constructed
from this show some random fluctuations that are at least
partly a result of the finite sampling. They are therefore
smoothed by application of cubic splines. Modal density
dN/dv is taken from theory. In three dimensions it is essen-
tially proportional tov2.

The resultingx is inverse Fourier transformed and com-
pared with the direct pitch-catch signalvxy . Figure 2 shows
these two waveforms. Figure 2~a! shows the waveform re-
covered by this process; Fig. 2~b! shows the pitch-catch
waveform obtained by pulsing the transducer atx and cap-
turing the resulting transient aty. The main features of the
direct pitch catch waveform@Fig. 2~b!# are clearly present in
the correlation function@Fig. 2~a!#. One observes the direct

Rayleigh wave, which arrives at 7ms, and the signal due to
a reflection of aP-wave from the bottom at about 30ms. The
high-frequency feature at 25ms is a Rayleigh wave that has
reflected from a nearby edge. These plots confirm the present
assertion; the Green’s functionis present in the correlations
of a diffuse field. There are significant differences between
the plots, however, and the question arises as to their cause.

Theory suggested that convergence is most thorough
when an amount of time of the order of the break time is
cross correlated. In this sample the break time is generally
much greater than the 160 ms of data that was used to con-
struct the correlation.~The break time is 120 ms at 200 kHz,
and scales quadratically with frequency above there.! There-
fore, the lack of perfect correspondence is not unexpected.
Laboratory estimates may be composed for the degree of
fluctuation that might be removed if one were to average
over more time. The plot in Fig. 2~a! shows, in the horizontal
dotted line, the root mean square deviation ofx(t) from its
average among the 20 delays, divided byA20. This level is
an estimate of the apparent error; its magnitude suggests that
the differences between the correlation function and the di-
rect pitch catch signal would be reduced with more averag-
ing.

One way to do more averaging is to capture more than
160 ms. Unfortunately, the signal above 700 kHz and beyond
160 ms contains substantial noise and is not useful; high
frequencies are too rapidly absorbed. To improve the conver-
gence, we therefore eliminated the signal above 700 kHz by
digital filtering, and captured a total of 50 delays, over 320
ms. The result is shown in Fig. 3, where it is compared with
the digitally filtered direct pitch-catch signal. The agreement
is much better.

Nevertheless, discrepancies remain. In an attempt to de-
crease these discrepancies, and in light of the theoretical in-
dications that averaging over source positionss may be use-
ful, the process is repeated for eight positions of the sources.
The average of these~with a fixed new choice for positionsx
andy! is shown in Fig. 4. Figure 4~a! shows the comparison

FIG. 2. ~a! Correlation functionx(t) recovered from 161 ms of broadband
diffuse data generated by an impulse at a single distant points. The dotted
line indicates the estimated rms statistical error.~b! Broadband direct
‘‘pitch-catch’’ signal fromx to y.

FIG. 3. Comparison of correlation function~solid line! and direct pitch
catch signal~dashed line! after low-pass filtering, and including 350 ms of
diffuse field data.
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between 900 kHz low-passed waveforms; Fig. 4~b! shows
the case without low-pass filtering. For both plots, the dis-
crepancies are reduced compared with those of Fig. 3. Re-
maining discrepancies are perhaps attributable to the phase
of the receiverY and/or to continued insufficiency in the
amount of averaging.

VI. CONCLUSIONS

There may be some applications of these ideas in struc-
tural vibrations. The source of noise@or at least the source’s
power spectrumf (v), with corresponding information about
the source time function and local environment# might be
inferable from Eq.~21! by comparing the noise correlations
x with directly obtained local responsesvxy . Arguments
similar to those advanced here have recently been
employed24 to predict diffuse field energy spectra atx due to
a source ats, i.e., uVx(v)u2, in terms of the spectrum ats due
to the source atsuVs(v)u2, and the spectrum atx due to a

source atx. It was argued there that such an ability may lend
itself to efficient numerical predictions of mean power.

These observations may also have some applications to
seismology. Increasing recent evidence12–14 that seismic
coda consist of multiply scattered, fully diffuse seismic
waves suggests that correlations of seismic coda could reveal
information on local stratigraphy. The very long ring times of
lunar coda are especially intriguing. Cross correlation of
years of seismic noise, on the earth or on the moon, might
reveal features of local geologic structures.

Applications to ultrasonics are less clear. It would ap-
pear that the methods developed here, using a distant source
to generate the diffuse field, might be useful whenever ultra-
sonic waveforms are desired from places at which it is diffi-
cult to insert an ultrasonic source, but where a receiver can
be placed. A particularly intriguing possibility is using ambi-
ent thermal fluctuations to generate the diffuse ultrasonic
field. Virtues of such a diffuse field include its broad spec-
trum ~up to several TeraHertz at room temperature!, the ab-
sence of any need to generate it, and its well understood
statistics. It is, though, quite weak. That idea is pursued in
other reports.27

Another intriguing idea is the possibility of applications
to wave chaos theory.26,28–30 In a ray-chaotic structure one
expects rays to ergodically fill the entire available phase
space. In practice, however, a ray that is absorbed, or reaches
its ‘‘break time,’’ before filling phase space is effectively not
chaotic, and the field not fully diffuse. Ray paths which are
almost stable~‘‘scars’’ in the language of the community!
can be expected to contribute to a correlation to an excessive
degree if the source lies on that path. If the source does not
lie on that path, but the two receivers do, one would expect
the correlation to show excessively weak contributions from
that path. Thus scars should distort the correlations predicted
in this report. In particular one expects ray-chaotic structures
~like the one used here! to generate better correspondence
between correlations and direct pitch-catch signals than do
highly symmetric and/or pseudo-integrable systems.
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In the analysis of a fluid loaded line-driven plate, the fields in the structure and the fluid are often
expressed in terms of a Fourier transform. Once the boundary conditions are matched, the structural
displacement can be expressed as an inverse transform, which can be evaluated using contour
integration. The result is then a sum of propagating or decaying waves, each arising from poles in
the complex plane, plus a branch cut integral. The branch cut is due to a square root in the transform
of the acoustic impedance. The complex layer analysis~CLA! used here eliminates the branch cut
singularity by approximating the square root with a rational function, causing the characteristic
equation to become a polynomial in the transform variable. An approximate analytic solution to the
characteristic equation is then found using a perturbation method. The result is four poles
corresponding to the roots of thein vacuoplate, modified by the presence of the fluid, plus an
infinity of poles located along the branch cut of the acoustic impedance. The solution is then found
analytically using contour integration, with the integrand containing only simple poles.
@DOI: 10.1121/1.1414705#

PACS numbers: 43.40.Rj, 43.40.Jx@CBB#

I. INTRODUCTION

In this paper we propose a new approach to solve the
fundamental problem of structural acoustics, which is that of
a fluid-loaded elastic plate of infinite extent driven by a line
or point force of harmonic time variation. This approach,
which we refer to as complex layer analysis~CLA!, replaces
the semi-infinite acoustic domain by an acoustic fluid layer
of thicknessh, whereh is a complex number. As a result the
branch cut integral arising from the usual analysis is trans-
formed into a sum of an infinite number of poles whose
locations and residue contributions can be readily calculated.
Complex layer analysis~CLA! is reminiscent of the work of
Berenger,1 who introduced the notion of perfectly matched
layers~PML! for numerical grid truncation in time and fre-
quency domain simulation of electromagnetic wave propaga-
tion.

This approach gives us new insight into the physical
mechanisms governing the dynamic response and acoustic
radiation processes in structural acoustic interaction prob-
lems. For such problems, in addition to the externally applied
forces, the fluid medium in which the structure vibrates, gen-
erates unsteady pressures in response to the structural vibra-
tions, which also act on the plate. The additional loading,
being distributed over the entire extent of the plate, is highly
nonlocal as differentiated from the more localized restoring
forces due to the plate’s elasticity. In one or more of its
variant forms this problem, which can be mathematically for-
mulated as an integrodifferential equation for the structural
response field, has been extensively investigated by many
authors2–5 for more than 30 years, and is fundamental to our

physical understanding of sound radiated and scattered by
submerged structures. From these studies we have learned
that the structural response can be interpreted as being made
up of three disturbances. One, a propagating flexural wave
whose phase speed is reduced by the presence of the fluid;
two, an exponentially decaying standing wave disturbance
reminiscent of the evanescent near field of a force excited
plate in vacuo; and finally, a wave disturbance propagating
with the acoustic wave speed of the ambient medium. In the
case of a line-driven plate the fluid-modified flexural wave
propagates as a straight crested wave with no spatial depen-
dence of its amplitude, while the structure-modified acoustic
wave has an amplitude that decreases with distance asx23/2.

Since the domain of the problem is of infinite extent in
the directions parallel to the surface of the plate as well as
normal to it, the problem is treated using Fourier transforms.
Using such a formulation, the above-mentioned disturbances
are associated with the singularities of the transform repre-
sentation of the solutions. In the classical treatment of the
problem the Fourier transform of the velocity field has both
pole and branch point singularities. The pole contributions
make up the discrete spectrum and these give rise to the
fluid-modified flexural disturbances, both propagating and
evanescent, while the structure-modified acoustic waves are
associated with an integration along the branch cut~continu-
ous spectrum.! The branch cut is introduced to define the
appropriate Riemann sheet on which to evaluate the inverse
transform, assuring that the acoustic field satisfies the Som-
merfeld radiation condition.

While it is relatively straightforward to evaluate the
farfield pressure using an asymptotic approximation,6,7 the
explicit evaluation of the velocity field on the plate is some-
what more problematic. As mentioned, the velocity field re-
quires the knowledge of the pole locations, and this involves

a!Electronic mail: dipernadt@nswccd.navy.mil
b!Electronic mail: feitd@nswccd.navy.mil
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the solution of a quintic algebraic equation that has no
known closed-form solution. The poles to properly include in
the evaluation depend on the particular branch cut chosen.
The latter difficulty was the cause of some controversy in
years past as to whether or not certain wave types existed or
had any physical manifestation in the plate vibration field.8,9

A number of previous studies of this problem avoided this
issue since they primarily involved numerical evaluation10–12

of the inverse transforms. The CLA presented here leads to
explicit solutions for the wave types and an unequivocal de-
termination of the physical mechanisms involved in the
fluid-loaded plate vibration problem. Additionally, the fact
that the branch cut can be accurately represented by a func-
tion with only poles implies that the original integrodifferen-
tial formulation for the structural response can be cast as a
higher-order differential equation. The latter formulation,
even for highly inhomogeneous structures, is then amenable
to highly efficient numerical methods similar to transmission
line theory. Presently, this type of analysis cannot be applied
to structures in which there is a transmission path that is
noncoincident with the structure~i.e., a fluid-borne path!.

II. THEORY

The Fourier transform of the equation of motion for the
fluid loaded plate can be written as

@ Z̃p~kx!1Z̃a~kx!#ũ~kx!5 f̃ ~kx!, ~1!

wherekx is the axial wave number,ũ(kx) is the transform of
the plate velocity,f̃ (kx) is the transform of the applied force,
and Z̃p(kx) and Z̃a(kx) are the spectral impedances of the
plate and the fluid and are given by

Z̃p~kx!52 ivmS 12
Dkx

4

mv2D ,

~2!

Z̃a~kx!5
rv

Ak22kx
2

,

wherek5v/c is the wave number in the fluid,c is the sound
speed in the fluid medium,m is the mass per unit area of the
plate,D is the flexural rigidity of the plate,v is the angular
frequency, andr is the density of the fluid. The Fourier trans-
form pair is given by

g̃~kx!5E
2`

`

g~x!e2 ikxx dx,

g~x!5
1

2p E
2`

`

g̃~kx!e
ikxx dkx .

Solving Eq.~1! for the plate velocity and using the imped-
ances given in Eq.~2! yields

ũ~kx!5
1

D

2 iv f̃ ~kx!

S kx
42kf

42
irv2

DAk22kx
2D , ~3!

wherekf5A4 mv2/D is the flexural wave number of thein
vacuo plate. In the literature,7,10,11 this equation has been
inverse Fourier transformed using contour integration, with

the result being a sum of residues evaluated at each of the
poles, plus a branch cut contribution due to the square root in
the fluid impedance. However, it is possible to make an ap-
proximation to the fluid impedance that no longer has a
branch cut. To do this, we consider the case where the fluid
has a pressure release surface at the locationz5h. The trans-
form of the pressure is thus

P̃~kx ,z!5AeiAk22kx
2z1Be2 iAk22kx

2z.

For a pressure release surface located atz5h, the boundary
condition isP̃(kx ,z5h)50, yielding

A52Be2 i2Ak22kx
2h.

This gives us an expression for the pressure and velocity of
the form

P̃~kx ,z!52iBe2 iAk22kx
2h sin@Ak22kx

2~h2z!#,

Ṽ~kx ,z!52
2iBAk22kx

2e2 iAk22kx
2h cos@Ak22kx

2~h2z!#

ivr
.

The impedance at the surfacez50 is then

Z̃a~kx!5
P̃~kx ,z50!

Ṽ~kx ,z50!
52 ivrh

sinc~Ak22kx
2h!

cos~Ak22kx
2h!

,

where sinc(x)5sin(x)/x. This approximation to the acoustic
impedance does not contain a branch cut because the sinc
and cosine functions are both even functions, and it therefore
does not matter which branch of the square root is taken.
Comparing this expression with the second line of Eq.~2!,
we see that we can make the approximation

s~kx!5
1

Ak22kx
2
'

2 ih sinc~Ak22kx
2h!

cos~Ak22kx
2h!

. ~4!

Note that the right-hand side of this equation contains an
infinite number of poles due to the cosine function in the
denominator. These poles are located at

Ak22kx
2h5

~2n11!p

2
5an , n50,1,...,̀ ,

or, equivalently,

kx56Ak22
an

2

h256kn . ~5!

This means that the branch cut introduced due to the fluid
loading can be approximated by a rational function with
poles at the location described in Eq.~5!. The actual location
of these poles depend on how we chooseh. If we chooseh to
be real and large, these poles become densely spaced along
the real and imaginarykx axes, which is precisely where the
Ewing, Jardetzky, and Press~EJP! branch cut of 1/Ak22kx

2 is
located.13 This is shown in Fig. 1~a!. However, if we choose
h to be complex, the location moves to the position shown in
Fig. 1~b!, which is closer to the Pekeris branch cut.14

The question that now arises is how to choose h so that
the approximation in Eq.~4! is valid. The transform of the
pressure in the layer and the infinite half-space are
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P̃L~kx ,z!5ALeiAk22kx
2z1BLe2 iAk22kx

2z, ~6!

P̃H~kx ,z!5AHeiAk22kx
2z, ~7!

where the superscriptsL andH denote layer and infinite half-
space, respectively. The expression for the pressure in the
layer makes no assumptions on the definition of the square
root operator, but the expression for the pressure in the infi-
nite half-space requires the appropriate choice of the sign of
the square root in order to remain on the same Riemann
sheet. For these two expressions to be comparable,BL must
be small. In order to determine the values ofh that makeBL

small, we will let h5h0(11 is), whereh0 and s are real
positive constants. We now consider two distinct regimes of
kx : the subsonic case and the supersonic case. For the sub-
sonic case,kx.k, and energy is not being radiated into the
fluid. We will let Ak22kx

25 ih, whereh is a positive con-
stant. If we evaluate the pressure in the layer atz5h, we get

P̃L~kx ,z5h!5ALe2hh0e2 ihsh01BLehh0eihsh0. ~8!

For a soft boundary condition this expression equals zero.
Solving for BL gives

BL52ALe22hh0e2 i2hsh0. ~9!

The second exponential in this expression is oscillatory, and
therefore has a magnitude of 1. The first exponential is de-
caying, since bothh andh0 are positive.BL will therefore be
much smaller thanAL as long ase22hh0!1. This is true for
both real and complex values ofh.

For the supersonic or radiating case, wherekx,k, we let
Ak22kx

25h, whereh is again a positive constant. The pres-
sure atz5h is now

P̃L~kx ,z5h!5ALeihh0e2hsh01BLe2 ihh0ehsh0. ~10!

Solving for BL for a soft boundary atz5h gives

BL52ALei2hh0e22hsh0. ~11!

The first exponential is now oscillatory, and will have a mag-
nitude of 1, but the second is now decaying.BL will there-
fore be small, provided thate22hsh0!1. This condition is
now a function ofs. If s50, which corresponds to making
the layerh real, this condition cannot be met. However, ifs
is sufficiently large, the correspondingBL will be small, and
the pressure in the layer will approximate the pressure in the
infinite half-space.

The approximation defined in Eq.~4! evaluated along
the realkx axis is shown in Fig. 2. for a real value ofh. Both
the real and imaginary parts are shown along with the exact
function. This approximation is very poor for certain values
of kx /k. Notice that these points all occur whenkx,k,
which corresponds to the supersonic case described above. In
this case, energy is being radiated into the fluid, reflecting off
the boundary atz5h and returning to the plate surface. The
result is a standing wave, or mode in the layer, which clearly

FIG. 1. Location of poles for approximate fluid loading
term, along with integration path for the inverse Fourier
transform. In~a!, h was chosen to be real, placing the
poles along the L-shaped branch cut. In~b!, h is taken
as complex, putting the branch cut closer to a Pekeris
branch cut.

FIG. 2. Approximation of Eq.~4! with real h. There is poor agreement
whenever a pole of the approximation is near the real axis. Physically, this
corresponds to a resonance or mode in the layer.
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cannot exist in an infinite half-space. Whenkx.k, there is
no energy being radiated into the fluid, and the agreement
between the approximation and the exact function is very
good. Figure 3 shows the approximation using a complex
value for h. As can be seen, using a complex value ofh
makes Eq.~4! a very good approximation. The poorest
agreement is nearkx5k, but this is to be expected because if
Ak22kx

25h'0, the condition thate22hsh0!1 is violated.
We have thus shown that a rational function can be used

to approximate the branch cut singularity in the transform of
the fluid impedance. By using this rational function approxi-
mation in the fluid/structure interaction problem, we can ob-
tain an approximate solution for the problem of the line-
driven plate. Inserting the approximation given in Eq.~4!
into Eq. ~3!, and clearing fractions we obtain

ũ~kx!5
1

D

2 iv f̃ ~kx!cos~Ak22kx
2h!

H̃~kx!
, ~12!

where the denominator is given by

H̃~kx!5~kx
42kf

4!cos~Ak22kx
2h!

2kf
4 rh

m
sinc~Ak22kx

2h!. ~13!

In order to invert this Fourier transform using contour inte-
gration, we need to find the wave number roots, which occur
when the denominator is equal to zero, or

H̃~kx!50. ~14!

This is the characteristic equation of the system. This is a
transcendental equation that must, in general, be solved nu-
merically. Alternatively, an approximate analytic solution
may be obtained using a perturbation method, which will be
valid under conditions to be discussed later.

We proceed by introducing a parameterd into Eq. ~14!,
yielding

~kx
42kf

4!cos~Ak22kx
2h!2dkf

4 rh

m
sinc~Ak22kx

2h!50.

~15!

The original problem can then be recovered by lettingd→1.
We proceed by expanding this in a Taylor series aboutkx

5g0 , letting kx5g01dg1 , and equating orders ofd equal
to 0 to give a sequence of equations. The first of these is

~g0
42kf

4!cos~Ak22g0
2h!50. ~16!

The solutions of this equation are as follows:

g056kf , 6 ik f , 6kn , ~17!

which are thein vacuo plate flexural roots, and the roots
located along the branch cut of the acoustic impedance, re-
spectively. The roots along the branch cut are associated with
fluid-borne waves in the layer. Corresponding to each of
these roots there is a first-order term that satisfies the first-
order equation in the perturbation solution:

g1@4 cos~Ak22g0
2h!g0

32sinc~Ak22g0
2h!h2g0~g0

42kf
4!#

2kf
4 rh

m
sinc~Ak22g0

2h!50.

The solutions of this equation are

g15

kf
4

rh

m
sinc~Ak22g0

2h!

@4 cos~Ak22g0
2h!g0

32sinc~Ak22g0
2h!h2g0~g0

42kf
4!#

.

Combining the zeroth- and first-order terms and lettingd→1,
the fluid-loaded roots are located at

kf
fl5kfF11

e

4M

1

A12M2
tanhSA12

c

cp

h

hp
MA12M2D G ,

~18a!

ke
fl5 ik fF11

e

4M

1

A11M2
tanSA12

c

cp

h

hp
MA11M2D G ,

~18b!

kn
fl5kn2

r

m

1

knhS 12
kn

4

kf
4D , ~18c!

wherekf
fl , ke

fl , andkn
fl are the fluid-loaded flexural, evanes-

cent, and fluid roots, respectively, and we have introduced

FIG. 3. Approximation of Eq.~4! for complex h. There is significantly
improved agreement with the exact function because the poles of the ap-
proximation are now in the complex plane, and are far away from the real
axis.
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the intrinsic fluid loading parameter,e5rc/vcm and the
phase Mach numberM5k0 /kf , which is the ratio of thein
vacuoflexural wave speed to the acoustic wave speed. The
coincidence frequency is given byvc5A12c2/(hpcp), hp is
the plate thickness. These parameters were used extensively
in the works of David Crighton on this subject. The results
given in Eqs.~18a! and ~18b! are useful only in the regime
M@e, the regime referred to by Crighton15 as ‘‘...the fre-
quency range of light fluid loading ...’’. Whene!M , the
regime referred to by Crighton as ‘‘...heavy fluid loading...’’,
a different perturbation scheme is more useful. Namely, this
would be a perturbation about the zeroth-order solutions pro-
vided by the zeros of the second term of Eq.~15!. Whene
5O(M ), in the frequency range of ‘‘...significant fluid load-
ing...,’’ neither type of perturbation can be rigorously justi-
fied, and the roots must be found numerically.

Assuming the forcing function is a line drive located at
x5x0 , the plate velocity is given by

u~x!5
1

2pD E
2`

` 2 iv cos~Ak22kx
2h!eikx~x2x0!

H̃~kx!
dkx .

~19!

Since the approximation to the fluid impedance has elimi-
nated the branch cut, this integral can be evaluated by clos-
ing the contour in the upper half-plane forx.x0 to yield

u~x!5
1

2pD R
C

2 iv cos~Ak22kx
2h!eikx~x2x0!

H̃~kx!
dkx .

~20!

Evaluating this integral yields

u~x!5R~kf
fl!eik f

fl
~x2x0!1R~ke

fl!eike
fl
~x2x0!

1 (
n50

`

R~kn
fl!eikn

fl
~x2x0!, ~21!

where R(kr
f) are the residues at each of the wave number

rootskr and are given by

R~kf
fl!5

v

DS 4~kf
fl!31

rhkf
4kf

fl

m@k22~kf
fl!2#

@12sinc@Ak22~kf
fl)2h#cos@Ak22~kf

fl!2h]]

cos2@Ak22~kf
fl!2h#

D ,

R~ke
fl!5

v

DS 4~ke
fl!31

rhkf
4ke

fl

m@k22~ke
fl!2#

$12sinc[Ak22~ke
fl)2h]cos@Ak22~ke

fl)2h] %

cos2@Ak22~ke
fl)2h#

D , ~22!

R~kn
fl!5

v

DF4~kn
fl!32

rhkf
4kn

fl

m~k22~kn
fl!2! S sinc~Ak22~kn

fl!2h!

cos~Ak22~kn
fl!2h!

21D 2~kn
flh!@kf

42~kn
fl!4#h

sinc@Ak22~kn
fl!2h#

cos@Ak22~kn
fl!2h#

G .

In practice, the infinite summation may be truncated afterN
terms, which seems reasonable since the contribution of the
fluid terms are tending ton24 asn becomes large.

One important issue that has not been addressed is that
of how to choose the parameterh. The rule of thumb is that
the complex layer must be larger than the largest wavelength
at the plate–fluid interface. At low frequencies, the acoustic
wavelength is larger than the flexural wavelength. At higher
frequencies, the flexural wavelength is larger. Therefore, we
choseh to be h0520/Auk22kf

2u, which has the correct be-
havior at low and high frequencies. We also wish to keep
sh/l constant and large. However, the larger we make this
constant, the more densely spaced the fluid poles and the
more poles that will have significant residue contributions.
For the examples in the following section, we have used the
valuess51, andN59.

The fact that the number of poles that need to be in-
cluded is relatively small is significant in that it suggests that
the original coupled ordinary/partial differential equation

system of the plate and fluid can be replaced by a higher-
order system of ordinary differential equations, with the or-
der of the new system of equations corresponding to the
number of poles. Since the number of poles required is fairly
small, this approach could lead to a highly efficient method
of numerically solving more complicated problems. This ap-
proach will be described in further publications.

III. RESULTS

Figure 4 shows the nondimensional fluid-loaded flexural
wave number variation@Eq. 18~a!# as a function of fre-
quency. Below coincidence, the flexural root is purely real,
indicating a propagating wave. It is located above thein
vacuoplate flexural root, indicating that the fluid slows the
flexural wave. Above coincidence, the flexural wave number
lies below the acoustic wave number; the wave disturbance
is supersonic, thereby radiating energy into the fluid, and the
wave number has an imaginary component, giving rise to an
exponential decay of the flexural wave component.
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In Fig. 5 we plot the magnitude of the residue contribu-
tion from each of the relevant poles, i.e., the propagating
fluid-loaded flexural wave, evanescent flexural disturbances,
and the first-order acoustic wave as a function of frequency.
Since these magnitudes are related to the input power deliv-
ered to each type of disturbance, we note that there appears
to be a sharing of energy between the propagating flexural
wave and the acoustic waves, with the greatest interaction
occurring in the vicinity of the coincidence frequency. Fur-
thermore, it appears that the amount of power required to
drive the flexural, evanescent, and propagating waves is ap-
proximately the same over the entire frequency range.

Figure 6 shows the normalized plate velocity magnitude
as a function of the normalized distance for frequencies be-
low and above coincidence. The solid lines are from the
numerical inversion of the Fourier transform of the plate ve-

locity using the exact expression for the acoustic impedance.
The marked lines show the result of using the approximate
expression for the acoustic impedance. As can be seen, the
agreement is very good for all three frequencies. Figure 7
shows the normalized plate velocity as obtained by numeri-
cal integration of inverse Fourier transform using the exact
acoustic impedance~solid lines!, along with the result of
using the perturbation solution. Forv/vc*1, the agreement
is very good. However, as the frequency decreases below
coincidence, the agreement becomes poorer. This is simply
because the assumptions of a small perturbation have been
violated, and is not an indication that the CLA approximation
is poor.

FIG. 4. Wavenumber roots for the fluid loaded plate obtained using Eq.
~18!. Real and imaginary parts are plotted along with thein vacuoflexural
wavenumber and the acoustic wavenumber. When thein vacuo flexural
wavenumber coincides with the acoustic wavenumber, there is a fundamen-
tal change in behavior of the fluid loaded root. Below coincidence, the
flexural wavenumber is purely real, indicating that it propagates with no loss
of energy. Above coincidence, however, it has an imaginary part, which
indicates that it is radiating energy into the fluid and thus decays as it
propagates.

FIG. 5. Residues for different flexural, evanescent, and the lowest order
fluid-borne waves. The peak and null in the fluid-borne and flexural wave
amplitudes near coincidence indicate a strong sharing of energy between the
fluid and structure near this frequency.

FIG. 6. Comparison of normalized plate velocity as a function of nondimen-
sional distancex5kfx for frequenciesv/vc50.02, v/vc50.2, andv/vc

52.0, along with thein vacuoresponse. Plotted are the results from numeri-
cally evaluating the inverse transform using the exact expression for the
acoustic impedance~solid lines!, and the approximate expression for the
acoustic impedance~marked lines!.

FIG. 7. Comparison of normalized plate velocity as a function of nondimen-
sional distancex5kfx for frequenciesv/vc5.02, v/vc50.2, andv/vc

52.0, along with thein vacuoresponse. Plotted are the results from numeri-
cally evaluating the inverse transform using the exact expression for the
acoustic impedance~solid lines!, and the perturbation solution~marked
lines!. The agreement above coincidence is excellent, with some error for
v/vc50.2, and significant error forv/vc50.02.

3023J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 D. T. DiPerna and D. Feit: Radiation from plate



IV. CONCLUSIONS

In this paper, we have introduced the concept of com-
plex layer analysis~CLA!. This was first shown to produce
an excellent approximation of the branch cut in the Fourier
transform of the acoustic impedance in terms of a rational
function. This approximation was then used in conjunction
with a perturbation technique to obtain an approximate ana-
lytic solution to the fundamental problem of structural acous-
tics, that of a line-driven fluid-loaded plate. This response
obtained with the approximate approach compares very well
with previous calculations which utilized numerical integra-
tion procedures.
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This paper presents a theoretical and experimental study of the frequency response function of a
matched volume velocity sensor and uniform force actuator for active structural acoustic control.
The paper first reviews the design of a volume velocity sensor and uniform force actuator on a panel,
using piezoelectric film with quadratic shaping of the electrodes. The frequency response function
of a matched volume velocity sensor and uniform force actuator bonded on either sides of a panel
is then studied in detail. This analysis shows that below 100 Hz the sensor–actuator response is
controlled by the bending vibration of the panel and a good estimate of the volumetric component
of the transverse vibration of the panel is achieved. At higher frequencies, however, the sensor–
actuator response is controlled by the in-plane longitudinal and shear vibration of the panel, which
causes the real part of the frequency response function to be not strictly positive and to be
characterized by large amplitudes at higher frequencies. These two phenomena are important since
they limit the possibility of implementing a stable direct velocity feedback control system using
these transducers. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1412448#

PACS numbers: 43.40.Vn@PJR#

I. INTRODUCTION

In this paper an active structural acoustic control
~ASAC! system is studied, in which only one structural ac-
tuator and one structural sensor are used to control the sound
radiated by a panel.1,2 It has been shown that in the low
frequency region, where the dimensions of the panel are rela-
tively small compared to an acoustic wavelength, the largest
contribution to the sound radiation from the plate is due to
the net volume velocity of the panel itself.3,4 Volume velocity
sensors have been developed3 and are used as error sensors
in ASAC systems for simple structures such as plates and
beams. If such a transducer is used as an actuator, it will
generate a uniform force over the panel to which it is at-
tached. The novel feature investigated in this study is the
matched configuration of such a distributed uniform force
control actuator and a distributed volume velocity sensor.3,5

Of particular interest is a system consisting of a distributed
piezoelectric actuator bounded on one side of a panel, driven
by a single input single output~SISO! feedback controller, to
minimize the volume velocity vibration of the panel mea-
sured by a matched piezoelectric sensor which is bonded on
the opposite side of the partition. With this type of system,
reduction of sound transmission in the mid–low frequency
range can, in principle, be achieved for both tonal or broad-
band random noise.6

The benefits expected from the use of a matched volume
velocity distributed sensor and a distributed uniform force
actuator are three: first, the spillover phenomenon5 could be
avoided; second, a simple SISO feedback controller is re-
quired by the control system3,5 which allows the control sys-
tem to be used in the case of random incident noise6,7 and

third, it should be possible to implement a stable direct ve-
locity feedback~DVFB! control architecture5,8 so that the
control system is robust to all changes which can occur in the
response of the structure.

In the following two sections, the principal features of a
volume velocity sensor and uniform force actuator for a
clamped panel are described. A third section discusses the
possibility of using these two transducers together to imple-
ment direct velocity feedback ASAC control. The feasibility
of such a smart panel is then assessed experimentally by
analyzing the measured frequency response function of a test
panel with two distributed piezoelectric transducers with
shaped electrodes. Finally, the practical limitations are dis-
cussed for the implementation of DVFB control with this
smart panel.

II. VOLUME VELOCITY SENSOR

The volume velocity sensor considered here can be re-
garded as a composite structure consisting of a film of piezo-
electric material with electrodes on either side. The elec-
trodes are usually very thin layers of metal which are
deposited on the piezoelectric film surfaces. When such a
sensor is bonded onto a panel, the vibration of the panel
deforms the piezoelectric material so that it generates a dis-
tribution of charges on the surfaces of the two electrodes by
means of the piezoelectric effect.9,10 A charge output,q~t!,
proportional to the plate vibration can therefore be measured
by connecting a charge amplifier to the two electrodes. In
this section a particular type of sensor is studied, whose
charge output is proportional to the volume velocity compo-
nent of the bending vibration of a clamped rectangular panel.
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The charge on a piezoelectric element bonded on a plate
can be derived from the induced strain across the surface.
According to Lee’s formulation,11 the total charge output is
given by two components: the charge generated by the bend-
ing vibration of the panelqb(t) and the charge due to the
in-plane vibration of the panelqi(t) so that:

q~ t !5qb~ t !1qi~ t !, ~1!

where

qb~ t !52E
0

LyE
0

Lx
h~x,y!S~x,y!Fe31

]2w

]x2
1e32

]2w

]y2

12e36

]2w

]x ]yGdx dy ~2!

qi~ t !5E
0

LyE
0

Lx
S~x,y!Fe31

]u

]x
1e32

]v
]y

1e36S ]u

]y
1

]v
]xD Gdx dy, ~3!

whereLx andLy are the width and length of the panel. In the
above two formulasu, v andw are the displacements of the
plate along thex, y andz directions,h5hs1hpe /2 represents
the distance inz direction from the neutral plane of the plate
to the middle plane of the piezoelectric film;hs is half of the
plate thickness andhpe is the thickness of the sensor~piezo-
electric material and electrodes!. e31, e32 and e36 are the
piezoelectric stress constants andS~x,y! is the spatial sensi-
tivity function of the sensor.

Considering a rectangular panel supported along the four
edges, Rex and Elliott12 have shown that if the distributed
piezoelectric transducer has a quadratic sensitivity along the
x-direction and a constant sensitivity along they- direction,
so that

S~x,y!52k~x22Lxx!, ~4!

wherek is a constant, then the charge output of Eq.~2! is
proportional to the integrated transverse displacement of the
whole surface of the panel.

Gardonioet al.13 have derived analytical expressions for
Eqs. ~2! and ~3! for the case in which the panel is clamped
along the four edges and for the sensitivity of the piezoelec-
tric transducer as in Eq.~4!, such that:

qb~ t !52e31hkE
0

LyE
0

Lx
w~x,y!dx dy, ~5!

qi522ke31E
0

LyE
0

LxS E u~x,y!dxDdx dy

22ke32E
0

LyE
0

LxS E E ]v~x,y!

]y
dx dxDdx dy. ~6!

Equation ~5! shows that, this sensitivity distribution for a
piezoelectric transducer bonded on a clamped panel gener-
ates a charge output proportional to the transverse displace-
ment integrated over the panel surface. Thus, when the panel
is excited in bending and the current is measured,
i (t)5dq(t)/dt, then the sensor output is proportional to the

volume velocity of the panel that is defined as follows:

Q~ t !5E
0

LyE
0

Lx dw~x,y!

dt
dx dy. ~7!

There are various methods of achieving the required qua-
dratic weighted sensitivity.3 The easiest one is to implement
a quadratically shaped electrode as shown in Fig. 1. The
electrical impedance of the piezoelectric material is very
high and therefore the electrical output is due purely to areas
that are covered by the metal electrode. The electrode can be
etched away to produce shaped strips which define the area
over which the film is sensitive. The quadratic sensitivity in
the x-direction has been obtained by etching the electrode
surface to produce a discrete number of strips whose width
varies quadratically along thex-axis, as shown in Fig. 1. The
constant sensitivity is guaranteed if the strips have a suffi-
ciently small width so that they are not affected by a large
change in transverse displacement from one edge of the strip
to the other. This assumption is generally valid if the wave-
length of a structural bending mode is large compared to the
width of the strip.3 Therefore, for low bending wave number,
the ‘‘strip geometry’’ of the electrodes shown in Fig. 1 ap-
proximates a quadratically weighted sensitivity in the
x-direction and a constant sensitivity in they-direction.

III. UNIFORM FORCE ACTUATOR

The design of a piezoelectric ‘‘transverse uniform force
actuator’’ acting on a clamped rectangular panel is now con-
sidered. When a voltage is applied between the two elec-
trodes, an electric field is generated across the piezoelectric
material which then deforms because of the piezoelectric
effect.9,10When such a piezoelectric actuator is bonded to the
surface of a plate the piezoelectric effect produces a force
field on the surface of the panel, which, in general, will cause
it to bend, twist and stretch.11

Using the formulation presented by Lee,11 the forced
equations for the uncoupled transverse@Eq. ~8! below# and
in-plane @Eqs. ~9! and ~10! below# vibration of the panel
generated by a layer of piezoelectric material bonded on to
one surface of the panel can be written as:13

FIG. 1. A rectangular plate with a set of quadratically shaped electrodes for
the measurement of the plate volume velocity vibration component.
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~Ds1Dpe!S ]4w
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where V(t) is the voltage applied across the piezoelectric
transducer andDs and Dpe are given by the following ex-
pressions:

Ds5
2Yshs

3

3~12ns
2!

, ~11!

Dpe5
Ype~hpe

3 13hpehs
213hpe

2 hs!

3~12npe
2 !

, ~12!

wherem52rshs is the mass per unit area of the panel andrs

is the density of the material,Ys , Ype andns , npe represent
the Young’s modulus and the Poisson’s ratio of the panel and
piezoelectric film, respectively. The condition necessary to
generate a transverse uniform force actuator is to have a
piezoelectric material with constant sensitivity function
along the y-direction and quadratic sensitivity along the
x-direction as given by Eq.~4!. Such a piezoelectric trans-
ducer will thus give an output proportional to volume veloc-
ity when used as a sensor or generate a uniform forcing
across the panel when used as actuator.

Substituting the sensitivity function in Eq.~4! into Eq.
~8! and considering the boundary conditions due to the
clamping of the panel, the transverse excitation term is found
to be:13

f n~x,y,t !52S hs1
hpe

2 De31kV~ t !. ~13!

A piezoelectric actuator with constant sensitivity along the
y-direction and quadratic sensitivity along thex-direction can
be again obtained in practice by etching the electrode surface
in such a way as to get a discrete number of strips whose
width varies quadratically withx as shown in Fig. 1.

IV. PREDICTED TRANSFER RESPONSE

The volume velocity sensor and the uniform force actua-
tor described in the previous two sections could be used to-

gether to form a matched sensor–actuator pair. A piezoelec-
tric film with quadratically shaped electrodes, as shown in
Fig. 1, could be bonded to each side of a clamped rectangular
panel for example, so that one film is used to measure the net
volume velocity due to the bending vibration of the panel
and the other film is used to exert a transverse uniform force
over the panel surface. The actuator and sensor are connected
such that the phase response for bending vibration is between
690°. The output of the volume velocity sensor could be fed
back to the uniform force actuator to form a direct velocity
feedback control system.5 In this case, provided the control
system is stable, the total error signal,e(v), measured by the
volume velocity sensor due to the primary disturbance,d(v)
~caused by air-borne or structure-borne excitations acting on
the panel!, is given by

e~v!

d~v!
5

1

11G~v!H~v!
, ~14!

where G(v)5 i (v)/V(v) is the sensor–actuator response
~measured current per input voltage! and H(v) is the re-
sponse of the controller. If the controller is just a fixed gain,
then by increasing this gain Eq.~14! can be made much
smaller than unity and the volume velocity of the panel is
reduced so that the sound transmission/radiation is attenu-
ated. This control scheme is stable for any value of the gain
provided that the real part of the sensor–actuator response,
G(v), is strictly positive.5,8 Johnson and Elliott5 have shown
that in theory the transfer function of a matched volume ve-
locity sensor and uniform force actuator pair bonded on a
panel does have this property, although only bending vibra-
tion was considered in this analysis.

In this section the theoretical form of the sensor–
actuator responseG(v) of the smart rectangular panel is
discussed. The panel is taken to be clamped and the sensor
and actuator distributed transducers are assumed to be made
of PVDF ~PVDF or PVF2 stands for polyvinylidene fluoride
polymer14! film with quadratically shaped electrodes, as
shown in Fig. 1. This type of piezoelectric material has been
widely used to construct distributed sensors of various
shapes as discussed in Refs. 3 and 15–18. In contrast there
are very few examples of actuation using PVDF distributed
transducers.19,20 This is probably because a relatively thick
film of PVDF is needed for an actuator, since otherwise the
high voltage required to generate realistic excitation levels
could damage the piezoelectric properties of the material. A
relatively thick electrode layer is also required on a PVDF
film used as an actuator, since otherwise the current density
will heat up and damage this layer.

The ratio G(v)5 i (v)/V(v), output current per input
voltage, of the sensor–actuator transducer can be expressed
as the sum of two frequency responses, one related to the
bending vibration and the other related to in-plane longitudi-
nal and shear vibration of the panel, so that:

G~v!5Gb~v!1Gi~v!. ~15!

The frequency responses component due to bending vibra-
tion of the panel can be expressed from Eqs.~5! and ~8! in
terms of the bending modes of the panel:13
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Gb~v!5
i b~v!

V~v!
54e31

2 k2S hs1
hpe

2 D 2

3 (
m51,3,5,•••

`

(
n51,3,5,•••

`

AmnCmn , ~16!

where

Amn5
j v

Lb,mn@vb,mn
2 ~11 j h!2v2#

, ~17!

Cmn5H 16LxLy

gmgn
sin

gm

2
sin

gn

2 J 2

, ~18!

andvb,mn are the bending natural frequencies of the panel,21

Lb,mn is a modal normalization factor,22 h is the loss factor
andgm , gn are modal terms as from Ref. 21. The frequency
response component due to in-plane vibration of the panel
can be written, from Eqs.~6!, ~9!, and ~10!, in terms of the
panel’s in-plane modes as:13

Gi~v!5
i i~v!

V~v!
522e31k

2 (
m51,3,5,•••

`

(
n51,3,5,•••

`

Bmn~e31Dmn
x

1e32Dmn
y !, ~19!

where

Bmn5
j v

L i ,mn@v i ,mn
2 ~11 j h!2v2#

~20!

and

Dmn
x 52S Lx

mp D 4S Ly

np D 2

~12cosmp!~12cosnp!, ~21!

Dmn
y 52S Lx

mp D 5S Ly

np D ~12cosmp!~12cosnp!. ~22!

v i ,mn are the in-plane natural frequencies of the panel,23

L i ,mn is a modal normalization factor22 and h is the loss
factor.

Since, theCmn , Dmn
x andDmn

y coefficients in Eqs.~18!
and~21!, ~22! are real and positive for all modes then both of
the sensor–actuator frequency response function components
Gb(v) andGi(v) are characterized by a sequence of alter-
nating poles~resonance frequencies! and zeros~antireso-
nance frequencies! pairs.24 Each of the two sensor–actuator
response function components are thus minimum phase. The
response of theGb(v) component is limited to between
690°, and thus is positive real, but the response of theGi(v)
component is limited to between290° and2270° so that it
is not positive real. In other words, the sensor–actuator trans-
ducers are arranged in such a way as that they can be as-
sumed to be collocated with reference to bending vibration
of the panel but not collocated with reference to in-plane
vibration of the panel.

Figure 2 shows the simulated sensor–actuator total fre-
quency response functionG(v) ~solid line! and its two com-
ponentsGb(v) and Gi(v) ~faint and dashed lines, respec-
tively! calculated assuming the geometry and physical
constants of the panel and piezoelectric transducers to be
those given in Tables I and II. The natural frequencies of the
panel have been calculated assuming that the total stiffness is
equal toD5Ds1Dpe and the mass of the PVDF layers are
0.44kg. This plot shows that below about 100 Hz the overall

FIG. 2. Simulation of the output current from the vol-
ume velocity sensor per unit voltage input to the force
actuator; solid line both bending and axial vibration ef-
fects; dashed line: only in-plane vibration effects; faint
line: only bending vibration effects.

TABLE I. Geometry and physical constants for the panel.

Parameter Value

Dimensions Lxs3Lys53143414 mm
Thickness 2hs51 mm
Mass density rs52700 Kg/m3

Young’s modulus Ys57.131010 N/m2

Poisson ratio ns50.33
Loss factor hs50.05
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frequency response function is dominated by the component
related to bending vibration of the panel and the~1,1! bend-
ing mode resonance frequency at 59 Hz is clearly seen.
Above 100 Hz, however, the component related to in-plane
vibration of the panel becomes more important and hides the
resonances due to the higher order bending modes detected
by the volume velocity sensor. TheGi(v) frequency re-
sponse function component shows a constant rising trend,
typical of a low frequency stiffness control response, until
the first two resonance frequencies for in-plane vibration oc-
curs at about 12 kHz and 21 kHz. The response at these two
resonance frequencies is about 20 dB higher than that at the
first bending resonance frequency.

V. MEASURED TRANSFER RESPONSE

The response of the matched sensor–actuator pair is
now assessed experimentally. A smart panel has been fabri-
cated by bonding on either sides of an aluminum plate a film
of PVDF piezoelectric material on which surfaces a thin
layer of metal was deposited to form the electrode pair re-
quired either to detect or generate the electric field in the
piezoelectric material. The quadratic sensitivity of the piezo-
electric films, required to measure volume velocity motion or
to generate a uniform force on the panel, has been obtained
by etching away the outer electrodes to create a set of qua-
dratically shaped strips, as shown in Fig. 1, which define the
area over which the film is sensitive.

The panel has dimensions 4403340 mm and a thickness
of 1 mm. These dimensions have been chosen to leave a
portion of material of 13 mm on each side of the plate for the
clamping. Therefore the surface of the plate free to vibrate
has dimensions: 4143314 mm. The sensor and actuator ele-
ments have been made using PVDF films of dimensions
4063306 mm and thickness 0.5 mm. In order to avoid elec-
trical breakdown, the metallization is only present over a
surface of 4003300 mm. In this way along the four edges of
the electrodes there is a margin of 3 mm of PVDF material
that should avoid electric discharge. The outer electrodes
have been etched away to give 40 quadratically shaped strips
with maximum width d510 mm and quadratic shaping
which approximates the relationy52k(Lxx2x2) with k
52d/Lx

2. Figure 3 shows the smart panel that has been built
and used in the experimental study. The panel was clamped
on a very rigid frame before its frequency response was mea-
sured to approximate the assumed boundary conditions.

The solid and faint lines of Fig. 4 compare the theoret-
ical and measured transfer functionG(v) in a frequency
range from 10 Hz to 50 kHz. This plot shows a relatively
good agreement between the predicted and the experimental
sensor–actuator frequency response functions. The impor-
tance of the in-plane coupling effects between the sensor and
actuator transducer above about 100 Hz is therefore con-
firmed experimentally.

At about 200 Hz the frequency response function starts
to linearly rise because of the ‘‘low frequency’’ in-plane stiff-
ness effect. The plot in Fig. 4 shows some differences be-
tween the measured and predicted frequency response func-
tions in the frequency range 200 Hz to 3 kHz. Lee25 has
found that because the PVDF piezoelectric transducers are
much compliant than the plate on which they are bonded
they tend to have in-plane resonant modes uncoupled from
those of the plate, which occur at lower frequencies than
those of the plate. The two bumps at about 1.3 kHz and 2
kHz are therefore due to rather heavily damped in-plane
resonance frequencies associated with in-plane modes of the
sensor and actuator piezoelectric films. Above the in-plane
resonance frequency at 21 kHz the modulus of the sensor–
actuator frequency response function start to fall again, so
that at about 50 kHz the level of the response is about the
same as that at the resonance frequency of the first bending
mode.

The second key feature highlighted by Fig. 4 is the
phase plot, which shows a phase shift of2180° at the reso-
nance frequency of the first bending mode of the panel at 59
Hz and a second phase shift of about2180° at the resonance
frequencies of the uncoupled in-plane modes of the piezo-
electric transducers. The phase shift recovers to about290°
between 5 and 10 kHz, but at the resonance frequencies of 12
kHz and 21 kHz, due to the in-plane longitudinal and shear
natural modes of the panel, another phase shift of2180° is
introduced. The sensor–actuator frequency response function
is not strictly positive real as confirmed by the Nyquist plot
of the frequency response shown in Fig. 5, which highlights

FIG. 3. The ASAC panel with the collocated and shaped PVDF uniform
force actuator and volume velocity sensor.

TABLE II. Geometry and physical constants for the PVDF film.

Parameter Value

Dimensions of the PVDF film Lxpe3Lype53063406 mm
Dimensions of the electrodes Lxe3Lye53003400 mm
Thickness of the PVDF film hpe50.5 mm
Mass density rpe51780 Kg/m3

Young’s modulus Ype523109 N/m2

Poisson ratio npe50.29
Piezoelectric stress constants e3150.052 N/Vm

e3250.021 N/Vm
e3150
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a clear problem of stability for the feedback control imple-
mentation. If a simple direct velocity feedback control
scheme is used, then there is a clear stability problem caused
by the extra2180° phase shift at the resonance frequencies
due to the uncoupled in-plane modes of the two piezoelectric
films ~circle number 1 in the Nyquist plot! and at the reso-
nance frequencies due to the in-plane modes of the panel
~circles number 2 and 5 in the Nyquist plot!.

In conclusion, the measured frequency response function
of the matched sensor–actuator pair studied in this paper is
not strictly positive real above 1 kHz, because of in-plane
coupling, and it is also characterized by a much larger am-
plitude than at the first resonance frequency. This leads to a
stability problem for the implementation of direct velocity
feedback. Although a compensator circuit could be consid-
ered to improve the stability of the control system, the in-
creasing amplitude of the plant response due to in-plane cou-

pling requires a relatively high order low pass characteristic
to reduce its effects, which will inevitably lead to large phase
shifts and potential stability problems at lower frequencies.

VI. CONCLUSIONS

In this paper the frequency response function of a
matched volume velocity sensor and uniform force actuator
bonded on to a panel has been studied both analytically and
experimentally. The analysis has been carried out with a
view to the possibility of direct velocity feedback control
architecture for the implementation active structural acoustic
control.

Below 100 Hz the sensor–actuator response is con-
trolled by the bending vibration of the panel and a good
estimate of the volumetric component of the transverse vi-
bration of the panel is achieved. At higher frequencies, how-

FIG. 4. Simulated~solid line! and measured~faint line!
response of the output current from the volume velocity
sensor per unit voltage input to the force actuator.

FIG. 5. Real and imaginary parts of the measured
sensor–actuator transfer function. The marked points
correspond to frequencies: 1⇒2187 Hz, 2⇒12 188 Hz,
3⇒13 688 Hz, 4⇒14 938 Hz, 5⇒25 563 Hz,
6⇒27 875 Hz, 7⇒46 813 Hz.
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ever, the sensor–actuator response is instead controlled by
the in-plane longitudinal and shear vibration of the panel.
This phenomenon has two major effects on the frequency
response function:

~a! the amplitude tends to rise with frequency and has
peaks due to in-plane modes of the panel, which are
about 20 dB higher than that due to the first bending
mode of the panel;

~b! above 1 kHz the frequency response function is not
strictly positive real because of the extra2180° phase
shifts generated by the uncoupled in-plane resonant
modes of the actuator and sensor piezoelectric films
and because of the in-plane resonant panel modes.

These two characteristics pose serious problems for the
stability of a direct velocity feedback control system.
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This paper proposes a quasi-static method for the characterization of the elastic properties of
poroelastic materials. The method is based on the development of polynomial relations among
compression stiffness, Young’s modulus, Poisson’s ratio, and shape factor derived from high order
axisymmetrical finite element simulations on a disk-shaped poroelastic sample under static
compression. The shape factor is defined as half the radius to thickness ratio of the sample. The
polynomial relations account for the fact that the disk sample ‘‘wants’’ to bulge sideways when
compressed between two rigid plates on which it is bonded. A compression test setup is used to
measure the compression stiffness of two disk samples of different large shape factors. The
measured stiffnesses together with the polynomial relations lead to a system of two equations and
two unknowns. The solution of the system yields the Young’s modulus and Poisson’s ratio of the
poroelastic material. Employing the proposed quasi-static method, Young’s modulus, Poisson’s
ratio, and loss factor are measured for a poroelastic foam. The measured elastic properties are used
in the Biot poroelasticity theory to predict the sound absorption coefficient of the foam. The
prediction is finally compared with a standing wave tube measurement. A good correlation is
obtained. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1419091#

PACS numbers: 43.40.Yq, 43.20.Ye, 43.40.At@JGM#

I. INTRODUCTION

Following the Biot theory,1 the frame of an isotropic
open-cell poroelastic material is defined by three macro-
scopic elastic properties: the loss factor and two of the fol-
lowing properties: shear modulus~G!, Young’s modulus~E!,
and Poisson’s ratio~n!. These properties are usually complex
and frequency dependent due to the viscosity of the frame,2,3

mainly for polymeric foams. Therefore, a dynamic test
should be performed to characterize these properties. Never-
theless, even if the dynamic modulus~G or E! can be higher
than its static value, comparisons between simulations and
measurements on multilayered panels showed that the use of
constant elastic properties, measured at low frequencies, still
yields good correlations.4,5 Thus a quasi-static measurement
of the elastic properties, such as proposed by Mariezet al.,6

is sufficient for most acoustical and vibroacoustical prob-
lems. For open-cell poroelastic materials, this characteriza-
tion should be performed in vacuum since the fluid motion in
the porous network may affect the measurement.7 Alterna-
tively, a method consisting of removing numerically the fluid
effects can also be used.8 Another fact worth mentioning
concerns the anisotropy of porous materials. A number of
porous materials are of anisotropic nature. However, when
the degree of anisotropy is low, it has been shown that an
isotropic model gives better results than an anisotropic
model.9,10

In the past, a number of methods have been proposed to
measure the elastic properties of open-cell poroelastic mate-
rials. Some of the methods are based on uniaxial compres-
sion or transmissibility test applied on a disk-shaped sample

assumed equivalent to a massless spring or a spring-mass
system.11–13Other methods are based on a shear test2 applied
to a brick-shaped sample. In these aforementioned methods,
the measured properties may be far from the true properties
since the effects of the boundary conditions~here no-slip
condition! are neglected. These effects are more important
for small samples. To minimize the boundary conditions ef-
fects, Pritz14 proposed a method based on long and slender
rodlike porous samples. The Young’s modulus is then deter-
mined from the longitudinal vibrations of the rod and the
Poisson’s ratio from the change in diameter when the rod is
stretched. In practice, the use of a long and slender rod is the
main limitation of the method since it is not easy to cut
properly such a sample from commercially available porous
materials. Contrary to the long and slender rod, a small disk-
or brick-shaped sample can easily be cut from a plate of
porous material. Therefore, to account for the finite size of
the sample, i.e., the boundary conditions effects, Mariez
et al.6 and Sim and Kim15 have investigated characterization
methods, based on the finite element analysis. In the work by
Mariez et al., a cubic foam sample is compressed between
two rigid plates—see Fig. 1.E andv are adjusted in a static
finite element model of the test setup to match the measured
mechanical impedance (F/u) and the displacement ratio
(v/u) at angular frequencyv. Angular frequency is suffi-
ciently low so that the static model is a good approximation
of the dynamic measurement. Consequently, the method ap-
plies for angular frequencies much lower than any reso-
nances. The work by Sim and Kim is based on a transmissi-
bility test performed on two disk-shaped samples of different
shape factors. The shape factor is defined as half the radius to
thickness ratio of the sample (R/2L). The first sample has a
rather small shape factor so that a good initial estimate of thea!Electronic mail: raymond.panneton@gme.usherb.ca
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Young’s modulus can be derived from the transmissibility
measurement. Next, a finite element model is built to simu-
late the transmissibility on the second sample. The second
sample has a large shape factor. Poisson’s ratio is then ad-
justed so that the simulated transmissibility matches the mea-
sured one. The found Poisson’s ratio is then used to identify
a better estimate of the Young’s modulus from the first
sample and to carry on the iteration. The iteration stops when
small changes are observed inE andv. The main limitation
of the two previous methods is that a finite element model
needs to be built and solved during the characterization
process—this may be time consuming.

In this paper, a straightforward method based on a quasi-
static compression test is proposed to characterize the elastic
properties of a disk-shaped poroelastic sample. A quasi-static
test is preferred to a static test in view of circumventing the
relaxation phenomenon in the statically compressed material.
The originality of the method lies in the derivation of poly-
nomial relations among compression stiffness, Young’s
modulus, Poisson’s ratio, and shape factor from high order
axisymetrical finite element simulations on a disk-shaped
foam sample under static compression. The relations hold in
the low frequency range—below any resonances—and ac-
count for the fact that the disk sample bulges sideways when
compressed between rigid plates. A characterization proce-
dure based only on the polynomial relations and a quasi-
static compression test is proposed to identify simultaneously
the static value of the Young’s modulus and Poisson’s ratio.
The compression test is performed on two samples of differ-
ent large shape factors. Here, the shape factor is defined as
half the radius-to-thickness ratio (R/2L). Such samples can
be easily cut in commercially available porous materials.
Contrary to previous works, only one type of measurement is
needed—namely the mechanical impedance—and no itera-
tions on a finite element model are carried out during the
characterization process.

In the following, the experimental setup on which the
method is based is discussed in Sec. II. In Sec. III, the theory
behind the development of the polynomial relations is pre-
sented. In Sec. IV, an application of the characterization pro-
cedure on a poroelastic material is detailed. Finally, normal
incidence absorption measurements in a standing wave tube
are compared to predictions from the Biot–Allard model4

using the elastic parameters measured with the proposed pro-
cedure.

II. MEASUREMENT SETUP

The measurement setup for which the characterization
procedure is developed in the next sections is depicted in
Fig. 1. It consists of a disk-shaped poroelastic sample sand-
wiched between two rigid plates. The side of the plates fac-
ing the sample is covered with sandpaper to prevent radial
sliding at the sample-plate interfaces. An accelerometer is
fixed on the bottom plate. A shaker using a pseudo-random
noise in a frequency range well below any resonances; typi-
cally 0–100 Hz excites the bottom plate. The top plate is
mounted on a force transducer fixed on a rigid wall. The
accelerometer measures the accelerationü(v) of the bottom
plate, while the force transducer measures the reaction force
F(v) applied on the top plate. An FFT analyzer integrates
twice the accelerometer signal, to obtain the displacement
u(v), and computes the transfer function or mechanical im-
pedance, namely:

Zm~v!5
F~v!

u~v!
. ~1!

To correct the transfer function from perturbations that
are extraneous to the behavior of the tested sample, the cali-
bration procedure proposed by Mariezet al.6 can be used. In
this case, a calibrated spring having a first resonance much
higher than the frequency range of interest is tested on the
setup. In this frequency range, the stiffness of the calibrated
spring is assumed to be constant and equal to its static value
k0 . The departure from this stiffness on the spring’s transfer
function is the error related to extraneous effects. The result-
ing correction functionHc for the experimental setup is then

Hc~v!5
1

k0
•

F~v!

u~v!
U

spring

. ~2!

Consequently, the corrected reading for Eq.~1! is

Zmc~v!5
Zm~v!

Hc~v!
. ~3!

To ensure linearity in the porous material’s behavior,
strains applied to the sample should not exceed 5%.2 Further-
more, since the skeleton of a porous material is usually not
purely elastic, its elastic properties may vary with the initial
strain. Consequently, the initial strain applied to the sample
during the test should be as close as possible to its end ap-
plication. Also, at low rates, where fluid flow and thermal
processes are insignificant, and strains less than 5%, it is
assumed that measurements in air are similar to measure-
ments in vacuum. That simplifies the experimental setup and
allows considering open-cell air-saturated poroelastic mate-
rials as elastic solids. Indeed, the proposed procedure has
been done systematically in air and in vacuum, and no sig-
nificant differences were found.

The corrected mechanical impedance given by Eq.~3! is
complex valued. It can be rewritten by separating its real and
imaginary parts as follows:

FIG. 1. Measurement setup for the compression test.
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Zmc~v!5Km~v!1 jXm~v!, ~4!

whereKm(v) is the compression stiffness or mechanical re-
sistance of the test sample at angular frequencyv, and
Xm(v) its reactance. At low frequencies, where inertial ef-
fects are insignificant, a good approximation of the reactance
is the mechanical resistance times the loss factor of the ma-
terial, that is,

Zmc~v!>Km~v!~11 j h~v!!. ~5!

Consequently, in the quasi-static range of interest, the com-
pression stiffness and loss factor are given by

Km~v!5Re~Zmc~v!! ~6!

and

h~v!>
Im~Zmc~v!!

Re~Zmc~v!!
. ~7!

Finally, to measure macroscopically homogeneous elas-
tic properties, the diameter of the test samples should contain
at least seven cells,16 i.e., the diameter and the thickness
should be greater than 1 cm if the cells are 1 mm wide. Also,
the test setup should allow the use of small columns of po-
rous materials having a shape factor (R/2L) greater or equal
to 0.25, i.e., diameter (2R) greater or equal to thickness~L!.
This is motivated by the following two reasons.~1! Typi-
cally, materials are commercially available in a thickness of
10 cm ~4 in.! or less.~2! Acoustical tests in standing wave
tube usually require disk-shaped samples of 3–10 cm in di-
ameter.

III. POLYNOMIAL RELATIONS

A. Static finite element simulations

Let s be the shape factor defined previously, that is
R/2L. For a long and slender column~typically s,0.025!,
the static compression stiffness is virtually not affected by
either the Poisson’s effect or the boundary conditions. In this
case, the column can be characterized by the one-
dimensional static compression stiffness given by

K05
EA

L
, ~8!

whereA is the cross-section area of the column, andL its
length. When the column is short~typically s>0.025!, the
Poisson’s effect and boundary conditions affect substantially
the reading of the compression stiffnessKm(0). In this case,
substitutingKm(0) for K0 in Eq. ~8! and solving for the
Young’s modulus lead to an apparent Young’s modulusE8
given by

E85
L

A
Km~0!. ~9!

Dividing Eq. ~9! by the true value of the Young’s modulus
yields the dimensionless ratio of the normalized static com-
pression stiffness, namely:

E8

E
5

Km~0!

K0
. ~10!

Since for large shape factors the Poisson’s effect and the
boundary conditions, together creating the sample to bulge
sideways, heavily influence this ratio, it is worth exploring
its variation in function of the Poisson’s ratio and shape fac-
tor.

To do so, finite element~F.E.! simulations of the setup
shown in Fig. 1 are performed. Since only static compression
is simulated, the poroelastic sample is modeled as a solid
material using the elasticity theory. Also, to account for the
axisymmetry of the problem and to minimize the computa-
tion time and the size of the model, an axisymmetrical mod-
eling is chosen. The mesh consists of four axisymmetrical
elements. Lagrange’s interpolation functions of the sixth or-
der are used to obtain accurate results. The nodal variables
are the radial (v) and axial~u! displacements. This leads to a
finite element system of 169 nodes and 338 degrees of free-
dom ~dofs!. To represent the boundary conditions between
the top rigid plate and the sample, radial and axial displace-
ments are constrained at the upper nodes. For the rigid plate
excited by the shaker, radial displacements are constrained at
the lower nodes and an axial displacementu0 is imposed.

In the F.E. simulations, for a given Young’s modulusE,
the static compression stiffnessKm(0) as defined in Eq.~6!
~atv50! is computed for different combinations of Poisson’s
ratio and shape factor. The Poisson’s ratio ranges from 0 to
0.48, and the shape factor from 0.1 to 2.1. The variation
range for the Poisson’s ratio is selected to represent typical
range for sound absorbing porous materials such as fibrous
and foams. Dividing the computedKm(0) by K0 yields the
normalized static compression stiffness which is independent
of the Young’s modulus. The results of the simulations are
plotted in Fig. 2. It is noted that for small shape factors~long
and slender columns!, the normalized compression stiffness
tends to 1~0 in logarithm!. Also, as the shape factor in-
creases, the combined effects of the Poisson’s ratio and
boundary conditions, creating the bulge out deformation, be-
come significant and the compression stiffness diverges from
1 ~0 in logarithm!. Similarly, when the Poisson’s ratio in-

FIG. 2. Variations of the normalized static compression stiffness@Km(0)/K0

or E8/E# as a function of the shape factor and Poisson’s ratio. The dots are
the results obtained from the axisymmetrical finite element model. Polyno-
mial curves are plotted over these dots for each Poisson’s ratio.
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creases, the ratioKm(0)/K0 also diverges from 1. Conse-
quently, one can note that for a combination of (E,s,n) a
unique value ofKm(0)/K0 exists.

From this observation, one can conclude that following a
measurement on a sample of a given large shape factor, if
ratio Km(0)/K0 is known, then the material’s properties can
be determined from Fig. 2 used as an abacus. Unfortunately,
in reality K0 cannot be computed because the real Young’s
modulus is not knowna priori. To circumvent this problem,
Sim and Kim15 used a first experiment on a column of small
shape factor to obtain an estimate of the Young’s modulus.
However, as discussed in the Introduction, their method ne-
cessitates iterations and inversion on a finite element model.
A better alternative is proposed in the following.

B. Polynomial relations in terms of the shape factor

Instead of using Fig. 2 as an abacus, each curve related
to a specific Poisson’s ratio can be written in the form of a
polynomial ins of orderM to facilitate its use, namely:

Pn~s!5
Km~0!

K0
511(

i 51

M

Ci
nsi , ~11!

whereCi
n are the coefficients of the curve fit related to curve

n @recall thatKm(0) simply means the compression stiffness
measured at 0 Hz#. For the data provided in Fig. 2, where 11
curve fit points alongs are available, orderM510 is chosen.
For s50, that is a column of infinite length, the polynomial
is imposed to 1. This is consistent with the one-dimensional
theory.

C. Polynomial relations in terms of the Poisson’s
ratio

For a given shape factors, one can build from Eq.~11! a
single polynomial inn, namely:

Ps~n!5
Km~0!

K0
511(

i 51

N

Di
sn i , ~12!

where theDi
s are the curve fit coefficients of the new poly-

nomial related to shape factors. For the data provided in Fig.
2, where nine curve fit points alongn are available, order
N58 is chosen. It is worth noting that for a Poisson’s ratio
of zero, the polynomial falls to a value of 1. This is consis-
tent with measurements on zero Poisson’s ratio materials,
such as glass wool,17 for which a unit ratioKm(0)/K0 is
found.

D. Quasi-static approximation

For the reasons stated in the introduction, only the fre-
quency range well below any resonances is of interest here.
In this frequency range, the inertia of the system is insignifi-
cant. Thus we can assume that the ‘‘static’’ polynomial rela-
tions still hold. Under this quasi-static approximation, the
following substitution can be done in Eqs.~11! and ~12!:

Km~v!→Km~0! for v!v1 , ~13!

wherev1 is the first resonance of the system.

IV. CHARACTERIZATION EXAMPLE

This section presents an example of the characterization
procedure using the previous polynomials@Eqs. ~11! and
~12!# with the experimental setup of Fig. 1. For this example,
two disk-shaped samples of shape factorss150.6519 and
s250.1946 are cut from an open-cell porous material,
namely foam ‘‘A.’’ Both samples have a thickness of 38.3
mm. Their respective diameter are 99.8 mm and 29.7 mm.

A. Building of the polynomials

Figure 3 gives a graphical representation on the building
of the polynomials needed for the characterization. This is
briefly a double interpolation procedure. First, the polyno-
mial expression in Eq.~11! is evaluated ats1 ands2 for the
different Poisson’s ratios given in Fig. 2. The computed
values—dots in Fig. 3~a!—are then used to form, with Eq.
~12!, the following polynomials in terms of the Poisson’s
ratio, namely:

Ps1
~n!5

Km,s1
~0!

K0,s1

53883n827249n715876n6

22630n51705n42111n3111n211

~14!

FIG. 3. Graphical representation of the procedure to build polynomials
Ps1

(n) andPs2
(n).
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and

Ps2
~n!5

Km,s2
~0!

K0,s2

53235n826308n715153n6

22283n51592n4290n318n211,

~15!

where subscriptss1 ands2 indicate the sample associated to
a variable. Both polynomials are plotted in Fig. 3~b!. It is
worth noting that the coefficients of the polynomials have
been rounded for conciseness.

B. Measurement of the mechanical impedance

A measurement of the mechanical impedance is made on
sampless1 ands2 following the experimental procedure de-
scribed in Sec. II. The measured mechanical impedances are
shown in Fig. 4. For frequencies below 20 Hz, the transduc-
ers give a noisy signal for the large shape factor. However,
for frequencies between 20 and 80 Hz, the behavior of
samples1 is quasi-static. For samples2 , the behavior is
quasi-static from the beginning of the curve up to 50 Hz.
After the quasi-static range, the inertia of the system be-
comes significant and the behavior of the samples follows a
complex evolution in function of the frequency.

C. Determination of the Poisson’s ratio

Since the two samples are taken from the same material,
they both share the same Young’s modulusE, Poisson ratio
n, and damping loss factorh. Therefore, using the quasi-
static approximation@Eq. ~13!# and combining Eqs.~8!, ~9!,
~14!, and~15! yields

E~v!5
Km,s1

~v!Ls1

Ps1
~n!As1

5
Es1

8 ~v!

Ps1
~n!

~16!

and

E~v!5
Km,s2

~v!Ls2

Ps2
~n!As2

5
Es2

8 ~v!

Ps2
~n!

, ~17!

where Km,s(v) and Es8(v) are the measured compression
stiffness and the apparent Young’s modulus of samples at
angular frequencyv. Ls andAs are the thickness and cross-
section area of samples. In these equations, polynomialsPs1

andPs2
can be viewed as correction factors to apply on the

apparent Young’s moduli to obtain the true value of the
Young’s modulus.

Combining Eqs.~16! and~17! yields the following equa-
tion:

Es1
8 ~v!

Ps1
~n!

2
Es2

8 ~v!

Ps2
~n!

50. ~18!

Since the apparent Young’s moduli are determined from the
geometry of the samples and the measured compression stiff-
nesses@Km,s1

(v) and Km,s2
(v)#, the above equation has

only one unknown: the Poisson’s ratio. Consequently, the
admissible root of the equation is the Poisson’s ratio of the
material. The admissible root shall be positive, real and in
the variation range ofn; for this study, 0 to 0.48.

For the two samples of foam ‘‘A’’ under consideration
~s150.6519 ands250.1946!, using their respective polyno-
mial expression given by Eqs.~14! and~15!, their measured
compression stiffness shown in Fig. 4, and their geometrical
properties, the Poisson’s ratio found from Eq.~18! is dis-
played in Fig. 5~a! for the 20–40 Hz frequency range. Over
this range, the mean value and standard deviation of the
Poisson’s ratio are 0.450 and 0.003, respectively. This agrees
with typical values found for foams.18 The statistics are re-
ported in Table I.

D. Determination of the Young’s modulus

Once the Poisson’s ratio is found over the frequency
range of interest, the determination of the Young’s modulus
is straightforward. It is given by either Eq.~16! or Eq. ~17!
using the computed Poisson’s ratio to evaluate the correction
functions Ps1

(n) and Ps2
(n) to apply on the apparent

Young’s moduli. Figure 5~b! shows the Young’s modulus
computed over the 20–40 Hz frequency range from both
equations~or samples!. It is noted that the Young’s modulus
varies slightly around a mean value of 108 071 Pa with a
standard deviation of 735 Pa. These statistics are reported in
Table I.

E. Determination of the loss factor

The damping loss factor is computed directly from the
real and imaginary parts of the measured mechanical imped-
ance@Eq. ~7!#. The loss factor computed over the 20–40 Hz
frequency range is shown in Fig. 5~c!. Once again, the loss

FIG. 4. Measured mechanical impedanceZm(v) for foam ‘‘A.’’ The real
part is the mechanical resistance or compression stiffness. The imaginary
part is the mechanical reactance.~a! Shape factor of 0.6519.~b! Shape factor
of 0.1946.
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factor varies slightly around a mean value 0.045 with a stan-
dard deviation of 0.005. These statistics are reported in
Table I.

F. Uniqueness of the solution

Here, an attempt to show the uniqueness of the solution
given by the proposed procedure is illustrated. The demon-
stration is based on the graphical use of Eq.~18!. In Fig. 6,
both terms of Eq.~18! are plotted as a function ofn for an
arbitrary frequency of 32.5 Hz. At this frequency, the appar-
ent Young’s moduli of sampless1 ands2 are 167.5 and 120.8
kPa, respectively. The intersection of the two curves occurs
at the Poisson’s ratio of foam ‘‘A’’ for which Eq. ~18! falls to
zero. Projecting the intersection point to the ordinate axis
gives the true Young’s modulus of the material. Theoreti-
cally, since both curves follow a monotonous evolution in
function of n and both apparent Young’s moduli in Eq.~18!
are independent ofn, the curves will intersect only once in
the admissible variation range ofn. The same conclusion can
also be drawn from Fig. 2, where the curves inn never in-
tersect, except ats50.

V. VALIDATION

In this section, the measured mechanical parameters
listed in Table I are used to feed the Biot–Allard poroelastic
model4 to predict the normal incidence absorption coefficient
of foam ‘‘A.’’ The prediction will be compared to a standing
wave tube measurement in a B&K 4206 tube following stan-
dard ASTM E 1050-86~see Fig. 7!. The 99 mm large tube is
used. Two similar samples of foam ‘‘A’’ are measured. Both
are 76.55 mm thick and their diameter is slightly larger than
the tube diameter, which is 99.8 mm. The friction induced by
the radial compression combined with adhesive prevent the
samples from axial sliding on its contour. The rear side of the
sample is bonded with adhesive to the rigid end of the tube.
During the test, the temperature and atmospheric pressure are
20 °C and 980 mbar. The tube and the open foam are air-
saturated.

In addition to the mechanical parameters of the foam, its
bulk density and five acoustical parameters need to be fed
into the Biot–Allard model. They are the open porosity,
static airflow resistance, tortuosity, viscous characteristic
length, and thermal characteristic length. While the bulk den-
sity and the two former acoustical parameters are measured
directly using classical techniques,7,19 the tortuosity is mea-
sured using an ultrasound technique,19 and the two charac-

FIG. 5. Elastic properties determined from the proposed quasi-static
method.

TABLE I. Mechanical parameters of foam ‘‘A’’ from the data collected in
the 20–40 Hz frequency range.

Properties Mean
Standard
deviation

Young’s modulus~Pa! 108 071 6735
Poisson’s ratio 0.450 60.003
Loss factor 0.045 60.005

FIG. 6. Graphical representation of the identification of the Poisson’s ratio
and Young’s modulus of foam ‘‘A’’ from Eq. ~11! and sampless1 and s2 .
The curves are plotted for an arbitrary frequency of 32.5 Hz.

FIG. 7. Setup for the measurement of the normal incidence sound absorp-
tion coefficient. A B&K 4206 10 cm tube is used following standard ASTM
E1050-86. The foam sample is bonded all around its contour and at the rear
face with adhesive.
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teristic lengths using an inverse identification algorithm.20

The acoustical parameters of foam ‘‘A’’ are listed in Table II.
To take into account the effects of the boundary condi-

tions on the sound absorption prediction, the Biot–Allard
poroelastic model will be solved using the finite element
method.21 The boundary conditions applied on the dis-
cretized samples consist of constraining radial and axial dis-
placements for nodes in contact with the tube wall. Since
linear poroelastic finite elements offer a poor convergence
under shear strain,22 high order finite elements are used to
ensure high accuracy in the results.

In Fig. 8, the FEM prediction of the sound absorption of
a 76.55 mm thick layer of foam ‘‘A’’ is compared to the
measurements on samples 1 and 2. It is first noted that the
measurements on the two samples give similar results. Sec-
ond, it is noted that the poroelastic simulation correlates well
with the measurements, the dip in the absorption curve at
700 Hz being well predicted. To verify if the dip is really
associated to the elasticity of the frame, a simulation using
the rigid limit of the Biot–Allard model~i.e., equivalent fluid
model4! is plotted. As shown in the figure, the rigid frame
model does not predict the dip; therefore, one can conclude
the dip is associated to the elasticity of the frame.

Also, Fig. 8 shows a prediction from the transfer matrix
method of the Biot–Allard model.4 This analytical approach
assumes the sample to be of infinite lateral dimensions. It
does not take the effects of the lateral boundary conditions
~here no-slip! into account. This explains why its prediction
is not good in the vicinity of the frame resonance.

To highlight the effects of an inaccurate measurement of
the Young’s modulus and Poisson’s ratio, Fig. 9 and Fig. 10

compare the previous poroelastic prediction to a prediction
with a 610% variation in the Young’s modulus and to a
prediction with a67% variation of the Poisson’s ratio, re-
spectively; each variation being analyzed individually. It is
observed that these small variations have a significant impact
on the absorption curves, mostly for the Poisson’s ratio.
Therefore, the accuracy in the measurement of the elastic
properties may be of paramount importance to obtain fine
predictions.

A last comparison is now presented to warn those who
may be tempted to inversely characterize the elastic proper-
ties from the absorption curve or to use the apparent Young’s
modulus directly measured from a compression or transmis-
sibility test on a sample of a large shape factor. As an ex-
ample, Fig. 11 presents a comparison of the sound absorption
predicted using the true elastic parameters given in Table II
to a prediction using the apparent Young’s modulus mea-
sured on samples1 ~see Sec. IV F!. In this case, the apparent
Young’s modulus is 167.5 kPa and the Poisson’s ratio is ad-
justed so the prediction curve best fits the measurement—
here an optimal value of approximately 0.3 is found. This
apparent couple~E85167.5 kPa,n850.3! is valid only for

TABLE II. Acoustical parameters of foam ‘‘A.’’

Open porosity 0.995
Airflow resistivity ~Ns/m4! 12 569
Tortuosity 1.00
Viscous characteristic length~mm! 105
Thermal characteristic length~mm! 205
Bulk density~kg/m3! 8.9

FIG. 8. Normal incidence sound absorption coefficient of a 76.55 mm thick
layer of foam ‘‘A.’’ Predictions versus standing wave tube measurements.
Mechanical and acoustical parameters given in Table I and Table II are used
in the prediction models.

FIG. 9. Effects of a 10% variation of the Young’s modulus on the normal
incidence sound absorption of a 76.55 mm thick layer of foam ‘‘A.’’

FIG. 10. Effects of a 7% variation~60.03! of the Poisson’s ratio on the
normal incidence sound absorption coefficient of a 76.55 mm thick layer of
foam ‘‘A.’’
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the configuration used for the inverse characterization ofn8.
If another configuration is used, this apparent couple may
lead to a bad prediction. This is highlighted in Fig. 12 for
which the sound absorption is now predicted for a thickness
of 50 mm. In this case, the prediction using the apparent
values does not correlate anymore with the prediction using
the true values. Finally, this last comparison highlights the
fact that trying to inversely characterize the elastic properties
from the absorption curve may be hazardous.

VI. CONCLUSION

In this paper, a quasi-static compression test method was
proposed to determine the elastic properties of isotropic po-
roelastic materials. The method uses short columns of po-
roelastic materials easy to cut from commercially available
materials. Its main originality lies in the development of
polynomials linking together the compression stiffness,

Young’s modulus, Poisson’s ratio, and shape factor. Contrary
to previous methods accounting for the Poisson’s effect and
boundary conditions on small test samples, the developed
method neither requires two axes of measurement~e.g., axial
and radial! nor finite element inversion during the character-
ization process.

The proposed characterization method was validated fol-
lowing the good correlation between the predicted and mea-
sured sound absorption coefficients of an elastic resonant
foam sample. The prediction was obtained by a high order
finite element Biot–Allard poroelastic model feeded with the
elastic properties found by the proposed method. The mea-
surement was obtained from a B&K 4206 standing wave
tube. It was shown that the boundary conditions on the
sample need to be taken into account to predict properly the
standing wave tube measurement. Furthermore, it was high-
lighted that small errors on the measured elastic properties
may lead to noticeable changes in the predicted absorption
curve. A last study was presented to highlight the fact that
trying to inversely characterize the elastic properties from the
absorption curve may be hazardous.

Finally, the proposed method is general and Fig. 2 can
be used as an abacus for the elastic characterization of, not
only open-cell porous materials, but also solid materials and
closed-cell porous materials. The limitations are that the ma-
terials need to have macroscopic homogeneous and isotropic
elastic properties. Furthermore, the computed values in Fig.
2 are only valid in the quasi-static range, that is frequencies
much lower than the first resonance of the system.
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Active control of the volume acquisition noise
in functional magnetic resonance imaging: Method
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Functional magnetic resonance imaging~fMRI ! provides a noninvasive tool for observing correlates
of neural activity in the brain while a subject listens to sound. However, intense acoustic noise is
generated in the process of capturing MR images. This noise stimulates the auditory nervous system,
limiting the dynamic range available for displaying stimulus-driven activity. The noise is potentially
damaging to hearing and is distracting for the subject. In an active noise control~ANC! system, a
reference sample of a noise is processed to form a sound which adds destructively with the noise at
the listener’s ear. We describe an implementation of ANC in the electromagnetically hostile and
physically compact MRI scanning environment. First, a prototype system was evaluated
psychoacoustically in the laboratory, using the electrical drive to a noise-generating loudspeaker as
the reference. This system produced 10–20 dB of subjective noise-reduction between 250 Hz and
1 kHz, and smaller amounts at higher frequencies. The system was modified to operate in a real MR
scanner where the reference was obtained by recording the acoustic scanner noise. Objective
reduction by 30–40 dB of the most intense component in scanner noises was realized between 500
Hz and 3500 Hz, and subjective reduction of 12 dB and 5 dB in tests at frequencies of 600 Hz and
at 1.9 kHz, respectively. Although the benefit of ANC is limited by transmission paths to the cochlea
other than air-conduction routes from the auditory meatus, ANC achieves worthwhile attenuation
even in the frequency range of maximum bone conduction~1.5–2 kHz!. ANC should, therefore, be
generally useful during auditory fMRI. ©2001 Acoustical Society of America.
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I. INTRODUCTION

Functional magnetic resonance imaging~fMRI ! of the
brain relies on the difference in blood oxygen level between
stimulated and unstimulated epochs to determine areas of
neural activity. For imaging the parts of the brain that re-
spond to sound, the operation of the fMRI scanner itself
poses some severe problems. First, the background noise
caused by compressors and air conditioning is often clearly
audible, and potentially produces activation in both stimu-
lated and nominally unstimulated epochs. More importantly,
acquisition induces a loud burst of sound that exceeds 110
dB SPL in 1.5 Tesla~T! scanners and can be as high as 130

dB SPL in 3 T scanners~Shellocket al., 1998; Raviczet al.,
2000; Miyati et al., 1999; Fosteret al., 2000!. This scanner
noise is potentially damaging to the listener’s hearing~Foster
et al., 2000!, can be unpleasant, and leads to fatigue. The
presence of the scanner noise may also affect the fMRI ex-
periment, in that it stimulates the auditory regions of the
brain, thus reducing the dynamic range available for activa-
tion by the stimulus of interest~Edmisteret al., 1999! and
also raises the level at which stimuli must be presented to be
heard clearly. Scanner noise also increases the complexity of
the task, as the listener is required to separate the stimulus
perceptually from the scanner noise.

Several techniques are routinely employed to reduce
both the background noise and the scanner noise. These mea-
sures have mostly been passive. They include earplugs, ear

a!Author to whom correspondence should be addressed; electronic mail:
johnc@ihr.mrc.ac.uk
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defenders, and lining the scanner bore with sound-absorbing
foam. However, since such methods provide only up to 40
dB of attenuation~Berger, 1983, 1986!, the scanner noise
still achieves levels of 70–90 dB SPL at the listener’s ears.

The scanner noise in fMRI is created by the operation of
the scanner while acquiring each slice of the complete vol-
ume of images~see Mansfieldet al., 1995!. Echo planar im-
aging~EPI! sequences are commonly used for fMRI because
they provide image acquisition of a volume using just a few
slices, such as 16 or 32. The spectral characteristics and am-
plitude of the noise created in a particular scanner depend on
the design of the scanner and on the switching sequence used
to operate the scanner. The noise created by an EPI sequence
differs from the noise generated by anatomical MRI se-
quences, in that most of the spectral energy is concentrated at
one frequency in EPI but is dispersed in anatomical MRI.
The amplitude of the noise is proportional to the strength of
the magnetic field present in the scanner. Thus, as scanners
with higher fields are introduced, problems of noise pro-
duced during scanning will increase.

In a typical application at 3 T the scanner noise consists
of an initial impulse caused by the slice-select pulse and a
tonal component lasting 70 ms or more at a frequency of
between 500 and 2000 Hz determined by the gradient-
readout switching frequency. Figure 1 shows the time wave
form @panels~A! and ~C!# and the spectrum@panels~B! and
~D!# of this sound recorded in the bore of two 3 T scanners,
one with a gradient-readout frequency of 1900 Hz and the
other of 600 Hz. Both wave forms show 16 bursts of sound,
each corresponding to one of the slices in the EPI volume.

The spectra are essentially those of harmonic complex tones,
with the majority of the acoustic energy concentrated at 1900
Hz and 600 Hz, although there is significant energy at higher
frequencies.

The practical realization of an active sound-reduction
apparatus is complicated by the special environment of the
scanner. In particular, the apparatus must not affect the ho-
mogeneity of the magnetic field and thus cannot contain fer-
romagnetic components. One approach is to present the
stimuli via long, nonmagnetic acoustic tubes. However, such
tubes generally compromise the frequency and phase re-
sponse of the sound delivery system. We have already ad-
dressed the problem of high fidelity sound delivery in MRI
~Palmeret al., 1998!, which we achieved by placing electro-
static drivers from commercial headphones into commercial
ear defenders. This system can present sounds at levels up to
120 dB in the ear canal, and also attenuates airborne sound
by up to 30 dB below 1 kHz and by 40 dB above 1 kHz.
Most important, the system has a smooth stable frequency
and phase response to 20 kHz. These characteristics are nec-
essary for wide-band active noise control. In this paper, we
describe the use of this high-quality sound system, combined
with a digital signal processor~DSP!, to achieve active re-
duction of scanner noise in real time.

II. ACTIVE NOISE CONTROL AND FMRI

A. Previous studies

A small number of studies of active reduction of MRI
noise have been reported. Raviczet al. ~1997! developed a

FIG. 1. Time wave forms~A! and~C! and amplitude spectra~B! and~D! of the volume acquisition noise of two 3T fMRI scanners operating in echo-planar
mode. All 16 slices for a single volume acquisition are shown. No volume acquisition noise is present between the volume acquisitions.

3042 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Chambers et al.: FMRI noise control



computer simulation of the method of recording the scanner
sound, inverting it, and adding it to subsequent occurrences
of the scanner sound. The method achieved 19 dB of attenu-
ation at 1 kHz. McJuryet al. ~1997! described a feed-
forward controller for anatomical MRI using the ‘‘filtered-
U’’ LMS algorithm ~Erikson, 1991! to produce a noise-
reduction headset. The system was tested in the laboratory
using pre-recorded scanner noise presented over a loud-
speaker. A reduction of 10–15 dB in the level of the compo-
nents of the scanning noise at frequencies below 350 Hz
was reported. Chenet al. ~1999! used a modified feed-
back method with a second-order neural net to control
the noise-reduction in a headset. This system was tested
using loudspeaker-presented pre-recorded scanner noises. A
reduction in the amplitude of the noise of 19 dB was re-
ported.

Only two studies have evaluated the effects of active
noise control in real scanners. Goldmanet al. ~1989! applied
a Fourier transform to the signal received by an error micro-
phone. A control signal was synthesized by inverting the
phase of the major frequency components. This signal was
played out synchronously with the scanner sound by utilizing
the trigger pulse generated by the scanner control computer.
By repeating this procedure, the canceling signal could be
fine tuned for maximum noise reduction. It was reported that
14 dB of reduction was achieved. Plaet al. ~1995! described
a system that did not use a headset, but instead used a pair
of piezoelectric speakers placed close to the listener’s
ears. The multichannel filtered-x algorithm ~Burgess, 1981!
was used to control the system. The derivation of the refer-
ence signal and the type and placement of the error micro-
phones were not described, but the system was reported to
achieve up to 25 dB of noise reduction at frequencies up to
1.2 kHz.

In summary, although it has been possible to achieve
useful amounts of noise control in an MRI environment, no
noise-control system has been described that works over the
range of frequencies containing significant energy in fMRI
EPI noise~i.e., 250 Hz to 4 kHz!. Furthermore, no system
has been evaluated to measure the benefit that is perceived
by the subject. Our aim was to achieve active noise reduction
over a wide frequency range and to evaluate the resulting
system psychoacoustically.

B. Basic requirements

The sound pressure at a given spatial position is the
linear sum of the pressures due to all sound waves arriving at
that position. Active control is achieved by combining the
incident sound with a pressure wave form created to be equal
in amplitude and opposite in phase. The incident sound and
the control sound then destructively interfere. The resultant
sound pressure at the control point is equal to the difference
between the pressures of the control and incident sound
waves. Both the amplitude and the phase of the control
sound are critical. The error amplitude for a mismatch of
amplitude is given by Eq.~1! and for a mismatch of phase by
Eq. ~2!:1

E5abs~Ai2Ac!, ~1!

E52 sinS f

2 D . ~2!

E is residual sound amplitude,Ai is the amplitude of the
incident sound,Ac is the amplitude of the control sound, and
f is the phase error in radians between the incident and
control sounds. For example, if a 40-dB reduction in ampli-
tude is required, then, with the phases perfectly matched, the
amplitude of the control sound must be matched to within
1%. Similarly, if the amplitudes are perfectly matched, the
phase of the control sound must be matched to within 0.01
radians or 0.6°.

C. Alternative topologies

Noise-control systems for use in MRI could be based on
either feed-back or feed-forward topologies. The feed-back
topology uses a microphone placed close to the point where
reduction is required to provide a reference signal that is
inverted, processed, and then used to drive a control loud-
speaker. The time required for the control signal to propagate
from the loudspeaker to the microphone, and the necessity
for maintaining stability at all frequencies, mean that the
upper frequency of control for feed-back systems is com-
monly limited to a few hundred Hz. This limit is significantly
below that required for fMRI, as significant acoustic energy
generated by an EPI sequence is found at frequencies as high
as 3–4 kHz~Fig. 1!. Furthermore, there is only one input to
a feed-back system: a microphone placed close to the ear.
This microphone would pick up both the scanner sound and
the stimuli of interest, and so the noise control system would
attempt to cancel both.

The feed-forward topology uses a reference microphone
placed close to the noise source to obtain an electrical ver-
sion of the noise that is propagating towards the noise-
control point. A processor takes this ‘‘advanced’’ noise and
filters it so that when presented through the control loud-
speaker, noise reduction is achieved. An ‘‘error’’ micro-
phone, the placement of which defines the point of control
~the ‘‘monitoring point’’!, is placed close to the listener’s ear
and provides an electrical copy of the residual noise. This
topology is more suitable than the feed-back topology for
application in fMRI for two reasons. First, the availability of
the advanced reference signal allows the system to compen-
sate for the delays introduced by the distance between the
control loudspeaker and the error microphone. Thus, poten-
tially, the maximum frequency can be extended sufficiently
to reduce high-frequency EPI gradient noise. Second, be-
cause the reference signal contains only the noise, the system
can separate the scanner sound from the stimuli of interest.
The effectiveness of this topology has been demonstrated in
several applications, for example Kuo~1990, 1996!. For
these reasons, we implemented a feed-forward topology.

The environment of an MRI scanner presents both ad-
vantages and disadvantages for active noise control. One ad-
vantage is that the electrical wave form applied to the scan-
ner coils is computer generated. Therefore, the onset of the
gradient noise is precisely timed and a trigger pulse is avail-
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able to indicate when the noise pulse will occur. Moreover,
the same gradient-drive signal is repeated for each volume
acquisition. Thus, the acoustic scanner noise is relatively
stable in the time domain, although the amplitude of the
wave form may change slowly over time, as discussed be-
low. A disadvantage, however, is that the electrical signal
applied to the gradient coils cannot be used directly as the
advanced noise in the feed-forward topology, because the
echoes of previous gradient-coil operations have significant
energy, but are not present in the electrical signal. In addi-
tion, any ferromagnetic material in the vicinity of the listen-
er’s head distorts the magnetic field and hence the scanner
images. Furthermore, kilowatts of radio-frequency~RF! en-
ergy are created during the scanning process and induce ar-
tifactual signals on any wiring inside the scanner bore.

In Sec. III we describe the design of a prototype noise
controller which overcomes some of these problems. Section
IV reports the results of a psychophysical experiment which
evaluated the potential benefits of the prototype system. Sec-
tion V describes modifications to this system that were made
to allow it to be operated in a real scanner. Section VI de-
scribes a psychophysical evaluation of the modified system
in a replica of 3 T scanner. Section VII describes the acoustic
performance of the modified system in two real 3 T scanners.
Finally, Sec. VIII discusses some limitations on any active
noise-reduction system for fMRI.

III. PROTOTYPE NOISE-CONTROL SYSTEM

A. Design

The type of feed-forward noise-control system which we
implemented is shown as a physical system in Fig. 2. A noise
source generates a noisex(t) whose wave form travels
through a primary path with a transfer functionM (s), and
generates a soundd(t) at a particular point in space. This
point is termed the ‘‘monitoring point’’ and is defined by the
position of the error microphone. A reference microphone is
placed close to the noise source and detects the acoustic sig-
nal that is propagating towards the monitoring point. Its
sampled electrical signalx(n) is fed into a DSP. The DSP
filters x(n) with an adaptive filter to provide the required
frequency and phase shaping of the reference signal and pro-

duces an output signaly(n). The output signal is converted
to an electrical wave form which passes through an amplifier
and a control loudspeaker to produce sound. This sound
propagates to the monitoring point to become the control
sound waved8(t) that destructively interferes with the inci-
dent waved(t). The transfer function of the output path
from the DSP to the monitoring point, including the delays
introduced by the propagation from the control loudspeaker
to the monitoring point, is termed the ‘‘plant’’ and is repre-
sented byH(s) in Fig. 2. The residual sound, detected by the
error microphone, is sampled by the DSP to producee(n)
which is used to update the characteristics of the adaptive
filter.

B. Adaptive filters

It is beneficial to model the noise-control system in thez
domain as the system is implemented as a discrete time
sampled system. In Fig. 3, the continuous physical systems
M (s) andH(s) are represented as sampled transfer functions
M (z) andH(z), while the adaptive filter is split into its two
components, the filter represented byW(z) and the update
algorithm, labeled LMS.

FIG. 2. Physical components of a single-channel feed-
forward noise controller. See text for explanations of
symbols.

FIG. 3. Block diagram of the digital processing components of a single-
channel noise controller with electrical reference, including models of the
physical systemM (z) andH(z). The system shown includesP(z) to com-
pensate for the effects of the plant.
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The filter W(z) is crucial to the operation of the noise-
control system. When the filter is optimized for noise reduc-
tion, it adjusts the delay and amplitude of each frequency
component of the reference signalx(n) so that its output
y(n), after passing through the control amplifier and control
loudspeaker, creates the maximum degree of destructive in-
terference at the monitoring point. The characteristics of the
filter need to be updated continuously to allow the system to
adapt to changes in the primary pathM (z) resulting from
listener movement or drift in the acoustic characteristics of
the scanner.

The signal from the error microphonee(n) indicates the
characteristics of the residual sound present at the monitor-
ing point. This error signal is used to create and adjust the
filter W(z). The basic least mean squares~LMS! method
~Widrow, 1960!, is an iterative method of adjusting the co-
efficients of an FIR filter using an error signal that is derived
from the FIR filter output and desired signald8(n). The
LMS algorithm adjusts the filter coefficients in such a way as
to minimize the mean square value of this error signale(n).
The error signal is multiplied by a small constantm before
being used to update the filter coefficients. The value ofm
controls the overall system gain and hence the stability and
rate of convergence of the adaptive filter.

This method is unsuitable without modification for use
in a practical noise controller because the output of the filter
W(z) can act only through the plant. The plant transfer func-
tion H(z) causes instabilities unless its effect on the update
algorithm is compensated for. One method for compensation
is to introduce an additional digital filterP(z) whose transfer
function is as close a match to the real plant as possible~a
plant model! in the reference input to the LMS update algo-
rithm. Nominally, there is then the same transfer function in
both the reference@P(z)# and error@H(z)# inputs to the
update algorithm and the system remains stable at all fre-
quencies. This arrangement is called a single-channel feed-
forward filtered-x adaptive controller~Burgess, 1981; e.g.,
Elliott and Nelson, 1992!.

Instability can also arise due to the accumulation of
small errors in the coefficients ofW(z), for instance if the
analogue-to-digital converter that digitizes the error signal
has a DC offset. As the plantH(z) is a vented acoustic sys-
tem, it has no response at DC and so the DC output of the
filter W(z) increases in an attempt to compensate for the
error, until the dynamic range of the system is exceeded. To
avoid this problem, each coefficient is multiplied by a num-
ber just less than one, the ‘‘leak’’ coefficientl, on every
sample, which makes the filter coefficients ofW(z) tend to
zero over time. This leaky least means squared~LLMS! vari-
ant of the filtered-x algorithm prevents the filter coefficients
from building up to large values due to small errors. The
technique is a standard one in noise-control theory~see, for
example, Elliot and Nelson, 1992!. The model of the com-
plete filtered-x system is shown in Fig. 3.

C. Plant model

In order to obtainP(z), the estimate of the plant transfer
function H(z), we implemented a method based on the pre-
sentation of a maximum length sequence~Davies, 1966!. An

MLS is a pseudorandom sequence of ones~representing
acoustic clicks! and zeros~representing silence!. If a particu-
lar MLS is cross correlated with the same sequence, in which
all the zeros have been replaced with minus ones, the value
of the cross correlation is zero for all nonzero cross-
correlation lags. Thus if the MLS is passed through a system
with an impulse responseH(z), the output of the cross cor-
relation is nH(z), where n is the number of ones in the
sequence. Therefore the impulse response of the acoustic
system to a single click can be reconstructed mathematically
from the response to several thousand closely spaced clicks,
allowing a large number of averages to be performed quickly
~Shi and Hecox, 1991!.

In our application, the MLS sequence is presented over
the control loudspeaker and received on the error micro-
phone. The sequence has 2047 points of which 1024 are
ones. It was presented at a rate of 800 points a second and so
lasted for 2.559 s. The reconstruction is of the same length as
the MLS and so also has a duration of 2.559 s. Of this, the
first 30 ms are the linear impulse responses which we used as
the plant model. In a perfectly linear system the remainder of
the reconstruction contains only noise. Any practical system
is not perfectly linear, and the nonlinearities produce wave
forms in the reconstruction that correspond to second- and
higher-order terms. The particular sequence which we used
has the property that the higher-order nonlinear components
appear in different parts of the reconstruction from the linear
impulse response. By taking only the linear term, system
nonlinearities in the plant are ignored~Thornton, 1997!. This
method gives a quick and very accurate way of obtaining the
plant model. A more extensive description of these tech-
niques can be found in Schetzin~1989!.

IV. EXPERIMENT 1: EVALUATION OF THE
PROTOTYPE NOISE-CONTROL SYSTEM

We measured the subjective benefit of the prototype
noise-control system psychophysically by measuring detec-
tion thresholds for pure tones in a wide-band noise. The
noise was presented through a loudspeaker, referred to as the
‘‘noise-source’’ loudspeaker. In the noise-reduction condition
the noise-control system attenuated this noise. In a control
condition the noise-control system was switched off. The dif-
ference in thresholds between the two conditions provides a
measure of the subjective reduction in noise level achieved
by the system. This value was compared with the amount of
acoustic noise reduction measured objectively, which was
defined as the difference in dB between the power spectra of
the noise in the two conditions at the error microphone.

A. Methods

1. Implementation of active noise control

The laboratory implementation of the prototype noise-
control system is illustrated in Fig. 4. The noise-control al-
gorithm ran on a Texas Instruments C31 32-bit floating point
DSP running at 40 MHz with a sampling rate of 12
ksamples/s and 16-bit amplitude quantization. This DSP con-
trol system received two inputs: the digitized electrical wave
form x(n) used to drive the noise-source loudspeaker and the
digitized error signale(n) obtained from a Knowles hearing-
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aid microphone type EK-3024 mounted on the right-hand
side of the stereo headphone set of the IHR fMRI sound
system~Palmeret al., 1998!. This headset consists of a pair
of Sennheiser electrostatic transducers built into a pair of
Bilsom 2452 ear defenders. The error microphone was
placed at the center of the right ear cup in front of the right
transducer. Its output was amplified by a Bru¨el and Kj,r
measuring amplifier~Type 2636! and low-pass filtered at 4
kHz using a Kemo VBF8 filter. This signal was then digi-
tized by a Burr Brown DSP 102 A/D converter to produce
the error signale(n). The noise-control signaly(n) was con-
verted to analogue by a Burr Brown DSP202 D/A converter
and low-pass filtered by a Kemo VBF8 filter at 4 kHz. It was
then amplified and used to drive the right transducer of the
headset which acted as the control loudspeaker.

The LLMS algorithm was implemented on the DSP with
a length of 160 coefficients for both the adaptive filterW(z)
and the plant modelP(z). The plant model was obtained
using the MLS method described in Sec. III C. Control soft-
ware allowed the update and leak parameters to be modified.
By setting the value of the update parameterm to zero and
the value of the leak parameterl to one, the controller could
be frozen with the coefficients ofW(z) held constant to pre-
vent the controller from attempting to remove the pure-tone
signal which the listeners were trying to detect.

2. Apparatus

Listeners lay horizontal on their left-hand side in a
double-walled sound-attenuating room, so that their right ear
faced vertically upwards. They were supported by an air bed
and their head was further supported by cushions. A loud-
speaker ~Audiomaster LS3/5A! was suspended directly
above their right ear at a distance of 0.5 m. The listener wore

the headset. Noise reduction was attempted only in the right
ear. An EAR earplug~Arco Ltd.! was placed in the left ear.

3. Stimuli

The noise to be reduced was digitally generated white
noise generated by a computer at a sampling rate of 22.05
ksamples/s. It was digitally low-pass filtered at 4 kHz and
converted to analogue by a Crystal Semiconductors CS4328
D/A converter with integral Delta Sigma low-pass filter. It
was presented through the suspended loudspeaker at a level
of 100 dB SPL measured using a Bru¨el and K,r free-field
response microphone~Type 4165, 12.7 mm diameter!, placed
at the position of the listener’s head but with the listener
absent, and a Bru¨el and Kj,r measuring amplifier~Type
2636!. The duration of the noise was 500 ms, including
20-ms raised-cosine ramps applied to the onset and offset.

The headset was used to present the pure-tone signals
that were to be detected by the listeners. The signals were
presented monaurally to the right ear. They were generated at
a sampling rate of 20 ksamples/s with 16-bit amplitude quan-
tization by the same computer that generated the filtered
white noise. The pure tones were mixed as electrical signals
with the output of the noise controller. The frequency of the
tone was either 250, 500, 1000, 2000, or 3000 Hz. The tone
had a duration of 250 ms, including 20-ms raised-cosine
ramps applied to the onset and offset, and was presented in
the temporal center of the masking noise.

4. Procedures

Once he was positioned, the subject was instructed to
keep his head still. Then the plant modelP(z) was obtained.
Next, the noise controller was switched on and used to re-
duce the 500-ms bursts of the noise. The filter coefficients

FIG. 4. Implementation of the prototype single-channel noise controller for Experiment 1.
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were updated automatically until the residual noise at the
error microphone was no longer decreasing. At this point, the
signal from the error microphones showed a reduction of at
least 20 dB compared with the uncontrolled state for all sub-
jects. Then the leak coefficientl was set to one and the up-
date coefficientm was set to zero in order to freeze the con-
troller.

In the control condition, the noise-reduction system was
turned off. Hence, the only reduction in the level of the noise
at the right ear was provided by the passive attenuation of the
ear defender. In the noise-reduction condition the noise-
control system was used to further reduce the level of the
noise at the right ear. Detection thresholds were measured in
a two-interval, two-alternative forced-choice procedure em-
ploying a two-down, one-up adaptive rule in order to esti-
mate the stimulus level at which detection was 70.7% correct
~Levitt, 1971!. Results were based on the average of five
runs for each listener and for each combination of condition
and signal frequency.

For each listener the power spectrum of the noise at the
error microphone was measured in the control and noise-
reduction conditions using an HP-3561A spectrum analyzer
at a resolution of 12.5 Hz. Averages of the spectra from all
control conditions, and separately for all the noise-reduction
conditions, were obtained for each listener.

In half of the experimental sessions, thresholds and
power spectra were first measured in the control condition at
each frequency and then in the noise-reduction condition. In
the other half of the experimental sessions the order was
reversed.

5. Listeners

Three of the authors~J.C., M.A., and A.P.! participated
as listeners. They all had hearing levels within normal limits
at octave frequencies between 250 Hz and 4 kHz inclusive,
and all had extensive experience in psychoacoustic tasks.

B. Results

The panels of Fig. 5 show results for the listeners indi-
vidually. The symbols joined by thick lines mark the amount
of subjective noise reduction; i.e., the difference in detection
thresholds between the noise reduction and control condi-

tions. The thin line plots the amount of objective noise re-
duction; i.e., the difference in power spectra between the
noise reduction and control conditions.

Objectively, 10–25 dB of noise reduction were obtained
at frequencies from 250 Hz to 3000 Hz. Subjectively, all
three subjects showed 15–20 dB of reduction between 250
Hz and 1 kHz, with smaller amounts of reduction that varied
among listeners between 1 kHz and 3 kHz.

The subjective noise reduction was almost as large as
the objective noise reduction below 1 kHz, but was consid-
erably less at higher frequencies. Specifically, for signal fre-
quencies of 250 Hz, 500 Hz, and 1000 Hz the mean subjec-
tive noise reduction was 14, 17, and 17 dB, respectively.
These values are similar to the objective noise reduction at
the same frequencies, which was 18, 23, and 22 dB, respec-
tively. In contrast, at 2000 Hz and 3000 Hz, the mean sub-
jective noise reduction was only 7 dB, while the objective
noise reduction was 22 dB and 15 dB, respectively. The de-
terioration in psychophysical noise reduction between 1000
and 2000 Hz was especially marked for listeners A and B.
Possible bases for the deterioration are considered in the
General Discussion.

In summary, a feed-forward noise-reduction system for
fMRI, when implemented in an ideal arrangement where the
reference signal was obtained directly from the electrical sig-
nal to a noise-source loudspeaker, achieved substantial sub-
jective noise reduction. A broad-band noise was attenuated
sufficiently to improve masked thresholds for pure tones by
about 15 dB at frequencies up to 1 kHz and by 7 dB at 2 kHz
and 3 kHz.

V. RECORDING NOISE-CONTROL SYSTEM

A. System topology

The prototype noise-control system cannot be used di-
rectly in a real scanner for two reasons. First, the intense
bursts of radio-frequency~RF! energy generated by the scan-
ner induce electrical artifacts in the microphone signals. Sec-
ond, the computer-generated electrical drive to the gradient
coils cannot be used successfully as the reference signal,
because the intense echoes of the gradient-coil noise re-
flected from the walls of the scanner room and within the
bore of the scanner are not reduced. Nor is it possible to

FIG. 5. Results of Experiment 1 for three subjects~A!–~C!. Acoustic cancellation is plotted in thin lines and improvements in masked pure-tone thresholds
by filled symbols connected by thick lines.
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place a microphone far enough away from the error micro-
phone to obtain a reference that is sufficiently advanced for
the DSP to have time to process the signal. The minimum
time taken to process the reference signal is a function of the
order of the anti-alias filters and of the sampling rate used in
the DSP system~Elliot and Nelson, 1992!. With the param-
eters of the prototype noise-reduction system, this time is of
the order of 0.5 ms, so requiring a minimum separation of
the reference microphone from the error microphone of 17
cm. This distance cannot be achieved in MR scanners be-
cause the listener’s ears are less than this distance from the
source of sound in the gradient coils.

In order to overcome these problems a new topology
was developed and referred to as the ‘‘recording noise-
control system.’’ The reference signal is not obtained in real
time but from a recording made previously. The system has
two modes: recording and controlling. The recording of the
scanner noise is taken from the error microphone with the
listener lying in the scanner. The recording is initiated by the
trigger signal generated by the scanner-control computer.
The RF energy is turned off while this recording is made.
Hence the recording contains the direct acoustic noise of the
gradient coils and its echoes after passing through the pri-
mary path, but is not contaminated by electrical artifacts. It
has already been shown that the stability of scanner sounds is
sufficient to allow this method of operation to work~Ravicz
et al., 1997!. After obtaining a reference signal, the control-
ler is placed in control mode. In this mode the adaptive filter
does not run until the receipt of a trigger pulse from the
scanner-control computer. On receipt of the trigger pulse, the
controller starts real-time noise control, obtaining the refer-
ence signal from the memory bank and the error signal from
the error microphone. The coefficients of the adaptive filter
W(z) are changed only during the noise-control operation.
The duration of the recording is a free parameter that is lim-
ited only by the memory available to the DSP. Our current

system is capable of recording up to 16 seconds of reference
signal. One channel of the physical recording noise control-
ler is illustrated as a physical system in Fig. 6.

This new topology has three advantages over the proto-
type arrangement. First, as the recording of the reference
signal is made with the RF energy switched off there are no
artifacts in the reference signal. Second, provided that the
timing of the trigger pulse from the scanner control computer
can be varied relative to the onset of the gradient-coil noise,
the reference signal can be made to occur at any time before
or after the gradient-coil noise begins. Thus the timing of the
reference signal can be manipulated to optimize the opera-
tion of the adaptive filter. Third, the recording is made at the
error microphone, so the reference has already passed
through the primary path, which means the primary path
does not need to be modeled by the adaptive filterW(z).

The second and third advantages are illustrated by mod-
eling the system in thez domain~Fig. 7!. Since the recorded
reference signal is taken from the error microphone, it has
already passed through the primary pathM (z). We use a

FIG. 6. Block diagram of the physical components of a single-channel noise controller using a recorded reference signal~see text for details!.

FIG. 7. Block diagram of the digital processing components of the single
channel recording noise controller including models of the physical system
M (z) andH(z).
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negative time delayz1k to model the ability to play out the
recorded reference signal before the acoustic signal. If we let
x8(n) be the recorded reference, then

x8~n!5x~n!M ~z!

and

e~n!5x~n!M ~z!1x8~n!W~z!H~z!z1k.

In the situation where the adaptive filterW(z) has converged
perfectly so that the error signale(n) is zero

x~n!M ~z!52x8~n!W~z!H~z!z1k,

but as

x8~n!5x~n!M ~z!,

then

H~z!W~z!z1k521

and therefore

W~z!52
z2k

H~z!
.

Thus the adaptive filterW(z) models the inverse of the plant,
together with an overall delay. This delay is equal to the
processing delay minus the advance added to the reference
signal and should always be negative and hence causal. As
the reference signal can be as far in advance as required~it is
a user defined parameter in the cancellation software!, the
delay provided byW(z) can be adjusted to provide optimum
performance.

These advantages are accompanied by some inconve-
nient features. The first is the necessity to obtain a new ref-
erence recording when either the listener or the scanning
protocol are changed. The second is the necessity to ensure
that there is no variation in the time delay between the trig-
ger pulse from the scanner control computer, the onset of the
gradient-coil noise, and the start of the sampling by the DSP
control unit. Any random jitter between the synchronization
pulse and either of the latter two events results in a random
time error between the noise from the gradient coils and the
acoustic cancellation wave form. The adaptive algorithm
adapts too slowly to compensate for a random timing differ-
ence on each volume acquisition. The result is a phase error
that increases with frequency, and so a reduction of the de-
gree of noise reduction at higher frequencies. The maximum
jitter that will not degrade the performance of the system at 4
kHz to less than 25 dB of attenuation—the performance level
that was obtained with the prototype system—is62.2ms. An
A/D converter operating at 16 ksampls/s has an interval be-
tween samples of 62.5ms. If the trigger pulse is presented
asynchronously to the converter clock, there will be a maxi-
mum jitter of 631.25ms and an average jitter of615.6ms.
This amount of jitter would seriously compromise the per-
formance of the system. To overcome this problem a new
A/D and D/A converter system was built~Appendix A!. It
converts on a receipt of a trigger pulse from the DSP. As the
clock rate of the DSP is 40 MHz, the new converter system
exhibits less than60.1 ms of jitter from the receipt of a
trigger to the start of a recording or a noise control epoch.

It is also necessary to ensure that the error signal is not
contaminated with RF-induced artifact, otherwise the adap-
tive filter does not converge properly. Initially we overcame
this problem by training the adaptive filter with the RF
switched off and then freezing the controller. However, al-
though the electrical drive to the scanner coils is constant,
the temperature of the scanner coils changes over time caus-
ing the amount of noise produced to change and the thus the
amount of noise reduction to decrease. In a practical test it
was found that noise reduction at 1.5 kHz declined from 30
dB to 20 dB over the course of a 10-minute run, indicating
that the approach is not viable unless the controller is re-
trained at frequent intervals. Accordingly, a different ap-
proach was taken. The controller was left in its updating
mode, but the output from the error microphone was gated to
stop the artifactual impulse induced by the RF from being
seen by the adaptive filter. This technique momentarily
freezes the controller for the 5-ms duration of the RF pulse,
while still allowing continuous updating for the remainder of
the time. The gating device was termed the ‘‘RF blanker’’ as
it blanked the error input for the duration of the RF artifact.
The leak value is such that the filter coefficients do not
change significantly over this time. Tests in a replica scanner
~Appendix B! confirmed that the gating could not be detected
by listeners.

VI. EXPERIMENT 2: SUBJECTIVE EVALUATION OF
THE RECORDING NOISE-CONTROL SYSTEM

A. Methods

1. Procedures

Independent recording noise-control systems were
implemented in each ear of an IHR fMRI headset. The sub-
jective benefit of this two-channel system was assessed by
listeners who adjusted the intensity of matching sounds until
their loudness matched that of scanner sounds. The scanner
sounds were obtained from digital recordings of the acoustic
noise created by two 3 T scanners during EPI. The record-
ings were made within the bores of the scanners using the
procedures described by Fosteret al. ~2000!. The recorded
noises were harmonic complex tones with fundamental fre-
quencies of 600 Hz and 1900 Hz. The spectra and time his-
tories of the recordings are shown in Fig. 1.

The matching stimuli were created by filtering the same
scanner sounds to remove energy at frequencies remote from
the fundamental. For the sound with a fundamental of 600
Hz, a low-pass filter at 1000 Hz was applied; for the sound
with a fundamental of 1900 Hz, a band-pass filter of 1500–
2500 Hz was applied. This step was taken for the following
reason. Where most of the energy in a scanner sound falls in
a restricted frequency range, the main effect of noise reduc-
tion is to attenuate components in that range. The levels of
other components are not changed materially. Accordingly,
by restricting the energy in the matching stimuli to the fun-
damental, which was the most intense component in the
sounds that we used, subjects could match the loudness of
the component that was most affected by noise reduction
without interference from other components.
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Listeners lay supine within a plastic-and-wood replica of
a 3 T scanner~Appendix B!. The scanner sounds were pre-
sented through an array of in-built loudspeakers. Presenta-
tion levels of 85 dB SPL and 95 dB SPL were used. Levels
were measured in the center of the ‘‘head coil,’’ with the
listener absent, using a Bru¨el and Kj,r free-field response
microphone~Type 4165! and Brüel and Kj,r measuring am-
plifier ~Type 2636!. Cancellation signals and matching
stimuli were presented through an IHR fMRI headset. Can-
cellation signals were generated independently for each ear.
Matching signals were presented binaurally.

Listeners matched the loudness of the scanner sounds in
two conditions. In the control condition, the loudness of the
scanner sound was measured without any noise control; i.e.,
the scanner sound was attenuated only by the ear defenders
that are built into the headset. In the noise-reduction condi-
tion, the recording controller was used to reduce the level of
the noise at both ears.

Loudness matching was performed using a one-up, one-
down adaptive procedure. The scanner sound was presented
and followed after an 800-ms silent interval by the corre-
sponding matching stimulus. Listeners indicated whether the
matching stimulus was louder or quieter than the scanner
sound by pressing buttons on a response box. If the listener
responded ‘‘louder,’’ the intensity of the matching sound was
reduced; if the listener responded ‘‘quieter,’’ the intensity of
the matching sound was increased. The size of the intensity
change was controlled by the number of times the subject
had changed from requesting a louder comparison sound to a
quieter one, orvice versa. This change was termed a rever-
sal. The size of the step in intensity was initially 5 dB. It
changed to 3 dB after three reversals, and to 1 dB after a

further three reversals. The run was concluded when the lis-
tener indicated by pressing a third button that the gradient-
coil noise and the matching sound were of equal loudness.
The difference between the intensities of the matching
stimuli in the noise-reduction and control conditions was
taken as a measure of subjective noise reduction.

Four listeners participated. They were three of the au-
thors~J.C., Q.S., and A.P.! and one other, who all had exten-
sive experience in psychoacoustic tasks. All had hearing lev-
els within normal limits in both ears at frequencies between
250 Hz and 4 kHz, inclusive. Each of the eight conditions
~two fundamental frequencies by two intensity levels, each
with the controller on and off! was undertaken twice by each
listener and the two measures of subjective noise reduction
obtained in each condition were averaged. The ordering
of the conditions was random and was different for each
listener.

B. Results

The average match in the control conditions was 8.5 dB
~95% confidence interval 6.8 to 10.3! higher when scanner
sounds were presented at 95 dB SPL compared to 85 dB
SPL, ranging over subjects and fundamental frequencies
from 6.0 to 12.8 dB. The fact that the average matched dif-
ference does not differ significantly from the 10-dB differ-
ence in the stimuli encourages the belief that loudness
matching was broadly accurate. The four panels of Fig. 8
show the difference in the intensity of the matching stimulus
between the noise reduction and the control conditions for
each combination of fundamental frequency~600 Hz or 1900
Hz! and level~85 dB SPL or 95 dB SPL!. Results are plotted

FIG. 8. Results of Experiment 2. Each numbered bar plots the subjective noise reduction experienced by a single subject at the specified intensity and
frequency. The bar labeled AV indicates the group average.
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for individual subjects and the mean. The intensity of the
matching sound that was judged to have the same loudness
as the scanner sound was always less in the noise-reduction
condition than in the control condition. This subjective ben-
efit averaged 12 dB at 600 Hz and 5 dB at 1900 Hz. The fact
that more subjective reduction was measured at the lower
frequency is consistent with the results of Experiment 1~Fig.
5!.

In summary, Experiment 2 demonstrates that the record-
ing noise-control system can achieve a useful amount of sub-
ject noise reduction at both 600 Hz and 1900 Hz when tested
with pre-recorded scanner sounds in a replica scanner.

VII. EXPERIMENT 3: OBJECTIVE EVALUATION OF THE
RECORDING NOISE CONTROL SYSTEM

Although the acoustic environment of the replica scan-
ner is similar to a real scanner, it could not be expected that
the recording noise-control system would give similar
amounts of noise reduction when used in a real scanner, be-
cause of the problems of RF interference. Accordingly, we
measured the amount of objective noise reduction obtained

in two 3 T scanners while they were performing EPI and
compared those values with measures of objective noise re-
duction obtained in the replica scanner.

A. Measurements in real scanners

1. Methods

The same procedure was used in each scanner. A volun-
teer subject lay in the scanner wearing an IHR fMRI headset
incorporating the two-channel recording noise-control sys-
tem. The system obtained a plant model for each ear and then
made a recording at each ear of a volume of EPI gradient
noise with the RF excitation off. Next, the RF excitation was
left turned off and the noise blanker disabled in order to
obtain an ungated error microphone signal. Digital record-
ings were made of the scanner noise from the error micro-
phone in the left ear with the noise-control system on and
then off. The time domain signal of one volume in each
condition of the recordings were Fourier transformed to ob-
tain a spectra. Objective noise reduction was measured as the
difference between spectra taken in the uncontrolled and in
the noise-controlled conditions.

FIG. 9. Wave forms and their spectra recorded from the error microphone of the recording noise-control system during EPI in two real scanners. The upper
traces in panels~A! and ~B! show wave forms, and the thick lines in the upper parts of panels~C! and ~D!, show spectra of recordings made with the
noise-control system off. The lower traces in panels~A! and~B! show wave forms, and the thin lines in the upper parts of panels~C! and~D! show spectra,
of recordings made with the noise-control system on. The thin lines in the lower parts of panels~C! and~D! show the amount of attenuation achieved while
operating with the radio frequency excitation off. The error microphone spectra are scaled in dB SPL.
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2. Results

Panels~A! and~B! of Fig. 9 show the wave forms of the
uncontrolled noise and the controlled noise from each scan-
ner. Panels~C! and ~D! show the spectrum of the uncon-
trolled noise~upper trace, thick line!, the controlled noise
~upper trace, thin line!, and the difference between the spec-
tra ~lower trace, thin line!. Comparison of the wave forms
and of the spectra between the controlled and uncontrolled
conditions illustrates that substantial attenuation of the scan-
ner noise occurred. The largest effect was found at frequen-
cies close to the fundamental@1500 Hz in panels~A! and
~C!; 750 Hz in panels~B! and ~D!# where up to 40 dB of
attenuation occurred. At frequencies remote from the funda-
mental, both attenuation and amplification occurred. Ampli-
fication was limited to 10–15 dB and occurred at frequencies
where the uncontrolled spectrum level was low; e.g., be-
tween the fundamental and the second harmonic.

B. Measurements in the replica scanner

To evaluate the utility of the recording noise-control sys-
tem for a range of possible scanner frequencies we simulated
a range of scanner noises and measured the objective amount
of noise control the system could produce on each funda-
mental component.

1. Methods

An accurate estimate was made of the long-term spec-
trum of the scanner sound with a fundamental frequency of
1.9 kHz ~Fig. 1! by averaging a sequence of 1024-point
FFTs. The 512 amplitude values were scaled arithmetically
to define seven further spectra with fundamental frequencies
of 500, 750, 1000, 1500, 2000, 2500, 3000, and 3500 Hz.
Minimum phase FIR filters were programmed with the am-
plitude coefficients and used to filter a 7-ms burst of white
noise. Sequences of 16 such bursts were concatenated and
reverberated using a simulation of a moderately echoic
room.2 The resulting stimuli sounded like the noise within
the bore of a scanner sampling a 16-slice volume during EPI.

Each stimulus was presented through the array of loud-
speakers in the replica scanner. The procedure described in

Sec. VII A 1 ~with the difference that there was no RF to turn
on and off! was employed to obtain recordings from one
error microphone with the noise-reduction system turned off
and turned on. Difference spectra were calculated. The at-
tenuation at the frequency of the fundamental was measured
and plotted as a function of fundamental frequency in Fig.
10.

2. Results

Approximately 40 dB of noise reduction were obtained
at fundamentals from 600 Hz to 3000 Hz, inclusive, and
approximately 30 dB at 3500 Hz, in the replica scanner.
These values are similar to those measured at 750 Hz and
1500 Hz in real scanners~Fig. 9!. The result confirms that
the recording noise-control system achieves appreciable ob-
jective noise reduction across a wide frequency range. The
system is limited in operation to 3800 Hz by the anti-alias
filters used and this could explain the reduced noise reduc-
tion at 3500 Hz.

VIII. GENERAL DISCUSSION

A. Performance of the system

The recording noise-control system attenuates energy in
the region of the most intense component of acoustic scanner
noise by 30–40 dB in the frequency range from 500 Hz to
3500 Hz. This amount of noise reduction was measured
across the frequency range in a replica scanner and at fre-
quencies of 750 Hz and 1500 Hz in real scanners. In the
majority of scanners performing EPI, the most intense com-
ponent is the fundamental. The frequency range from 500 Hz
to 3500 Hz embraces the fundamental frequencies of all EPI
sequences used in current scanners. It is wider than the fre-
quency range over which ANC has been demonstrated pre-
viously for fMRI.

We evaluated the subjective noise reduction experienced
by listeners using psychophysical methods. We measured
subjective reductions of between 8 and 17 dB at 600 Hz and
between 3 and 8 dB at 1900 Hz. Our results are compatible
with the conclusions of Raviczet al. ~1998! that, as the level
of attenuation of sound at the auditory meatus exceeds that
of the bone-conducted sound, the bone conduction becomes
the primary path of sound to the cochlea and further attenu-
ation of airborne sound has no perceptual effect. Berger
~1993, 1986! describes the levels of bone conduction
~through the head and torso! relative to the incident airborne
sound pressure level. Bone-conducted sound at 500 Hz is 55
dB lower in level than the airborne sound, but gradually
increases to a maximum that is only 40 dB below the air-
borne sound at about 1.5–2.0 kHz. At higher frequencies, the
difference widens again; at 3 kHz the bone-conducted level
about 50 dB below the air-conducted level. The Bilsom ear
defenders that are incorporated in the sound system provide
less than 30 dB of attenuation below 1 kHz and 30–40 dB
between 1 kHz and 8 kHz. Therefore at low frequencies the
ear defenders do not reduce the level of the airborne sound
below the level due to bone conduction, and so the potential
exists for active noise reduction to have a subjectively ben-
eficial effect. However, at frequencies above 1 kHz the pas-
sive system alone reduces the airborne component to a level

FIG. 10. Results of Experiment 3.~Filled circles! Objective attenuation of
the fundamental component of simulated scanner sounds by the recording
noise-control system in a replica scanner.~Open circles! Analogous mea-
surements made in two real scanners.
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close to the bone-conducted level and the amount of subjec-
tive benefit from active noise reduction is smaller. The varia-
tion in subjective benefit between subjects found in Experi-
ment 1~Fig. 5! at these higher frequencies may result from
individual differences in the efficiency of the bone-
conducted pathways.

At frequencies below 1 kHz, active noise control can
materially attenuate the loudness of the sounds perceived by
listeners in an fMRI experiment using EPI sequences. Above
1 kHz, the perceived reduction is smaller and depends upon
the listener. Nonetheless, a subjective reduction of 5 dB was
measured at 1.9 kHz where most listeners can detect the
difference between the controlled and uncontrolled condi-
tions and report that the EPI noise is more tolerable with
active noise control. On the basis that a 5-dB reduction is
worthwhile, we conclude that ANC would be beneficial un-
der most circumstances.

In principle, it would be possible to use a conventional
ear plug to increase the attenuation of airborne scanner noise
over and above the attenuation achieved by ear defenders
alone. However, the ear plug would need only to produce a
small attenuation~12 dB at 600 Hz and 5 dB at 2000 Hz! to
reach the limits of bone conduction, as we have demon-
strated. At frequencies close to 2 kHz, in particular, ear plugs
would produce little subjective benefit. However, communi-
cation with the subject through the head-phone system would
be prejudiced, since it would be necessary to raise the sound
level ~perhaps by as much as 30 dB! to compensate for the
ear plug attenuation. Thus high sound levels would need to
be generated under the headphones, while the attenuation of
the scanner noise at 2 kHz would not be large. Under such
circumstances noise-control systems are to be preferred.

B. Limitations of the present experiments

The present experiments show subjective benefits of
ANC in a replica scanner and objective benefits in both a
replica scanner and in real scanners. The next step is to con-
firm that subjective benefits are realized in real scanners.
Tests are required not only using psychophysical techniques
like those in Experiment 2, but also to demonstrate that ad-
vantages accrue to the statistical reliability of the BOLD re-
sponse.

C. Potential for further improvements

To maximize the benefit from ANC, it would be neces-
sary to reduce the level of the bone-conducted sound reach-
ing the cochlea. Raviczet al. ~1998! proposed two methods
for reducing bone-conducted sound. Both methods exploit
the principal of using sound-absorbing materials or a sound-
shielding structure to reduce sound energy impinging on the
body. A helmet to reduce the sound level incident on the
subject’s head was found to give subjective attenuation of the
order of 55–65 dB, indicating that the bone-conduction lev-
els had been significantly reduced. A coffin-like pod was
then proposed to reduce sound transmission through the
body, though not constructed. These ideas have potential.
However, their realization would be bulky and implementing
them safely in the confined space of an MR scanner could be

problematic. They might add to the claustrophobia of the
subject, and issues such as suffocation and speed of removal
in an emergency would need to be addressed.
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APPENDIX A: PRACTICAL REALIZATION

The noise-control system described in this paper is an
extension to the IHR fMRI sound system~Palmer et al.,
1998!. It takes as its input the electrical signal from the error
microphones in the headphones and a trigger pulse from the
scanner for synchronization. One further digital input is used
to distinguish between sound-recording and noise-control
modes. The system outputs an audio signal which is input to
a mixer in the IHR fMRI sound system.

A. Hardware

The controller is implemented as two monaural systems
which share a power supply and trigger conditioning cir-
cuitry. Each controller consists of a ADSP-21061 processor
~Analog Devices! running at 40 MHz, a serial communica-
tions unit for program loading and parameter setting via a PC
RS232 port, a memory board implementing 128 K* 32 bit
SRAM memory bank and a custom-built analogue converter
board. This analogue board was designed for this project and
uses a switched capacitor anti-alias filter for the A/D and
D/A signal conditioning. The converters are 16 bit~Analog
Devices! AD1866 and AD977 and are controlled directly by
the processor. Conversions are phase locked to the processor
clock thereby reducing sampling noise and greatly decreas-
ing response times. This design has the added benefit that the
sampling rate can be finely controlled by the processor.

B. Software

The software for the DSP board was written in assem-
bler for maximum execution speed. The communication pro-
tocols and user interface were written in Microsoft Visual
Basic 5.0. The software allows reading and writing of the
memory areas of the DSPs for debugging and system analy-
sis.

APPENDIX B: REPLICA SCANNER

In order to test the recording noise-control system we
constructed a replica scanner from wood, plastic, and card.
The replica is located in a sound-shielded room. An array of
three loudspeakers driven from a power amplifier are
mounted around the plastic ‘‘head coil.’’ This coil in turn is
mounted inside a larger bore made of wood. These structures
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are located on tables in such a way as to simulate the posi-
tion of the bed in the 3 T scanner at the University of Not-
tingham Department of Physics. The amplifier is fed from
the output of a custom designed computer sound system
which is used to replay recorded scanner sounds. This con-
trol system can also provide a trigger pulse that is accurately
locked in time to the sound generation. The replica can pro-
duce simulated gradient-coil noises at levels exceeding 110
dB SPL. We, and others to whom we have demonstrated the
replica, report that the auditory~and visual! experience is
satisfyingly similar to that of being in a real scanner.

1The calculation of the error in amplitude for a mismatch of phase is as
follows. Assume that the incident signal is given byi (t)5sin(wt) and that
the control signal,c(t), is matched exactly in amplitude but is out of phase
by p radians, apart from a small phase errorf, so thatc(t)5sin(wt1p
2f). Using the trigonometric identity sinA1sinB52 sin@(A
1B)/2#cos@(A2B)/2#, the sum of the incident and control signals isi (t)
1c(t)52 sin@wt1(p/2)2(f/2)#cos@(f/2)2(p/2)#. This sine term is the
residual signal, whose amplitude is given by the cosine term. The cosine
term can be simplified to 2 sin(f/2) using the trigonometric identity
cos(A1B)5cosA cosB2sinA sinB.

2Cool Edit 96 software by Syntrillium Software Corporation.
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A power conservation approach to predict the spatial variation
of the cross-sectionally averaged mean-square pressure
in reverberant enclosures
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Although it is commonly assumed that broadband mean-square pressure levels are spatially uniform
in reverberant enclosures, there is a gradual spatial variation, especially if the room is long in one
direction, and/or the acoustic absorption is not applied uniformly to the enclosure boundaries. An
equation for predicting the average cross-sectional sound pressure levels in a lightly damped
enclosure with absorption is derived based on conservation of acoustic power. The derivation
involves a one-dimensional boundary value problem, the solution of which is an estimate of the
average sound pressure level at cross-sections in the interior. In its simplicity, the resulting formula
is reminiscent of the classical Sabine formulation; however, this prediction contains a spatially
varying function that depends upon the distribution of absorption~side-wall versus end-wall!. The
formula is demonstrated on a model problem consisting of a rectangular acoustic enclosure with a
source on one end-wall, absorption on the opposing end-wall, and a combination of hard and
absorbing side-walls. Comparisons with an exact numerical simulation show that the prediction
works well for a wide range of absorption levels and provides an improvement over classical diffuse
field theory, where the levels are assumed to be spatially uniform. A formula for the
volume-averaged, broadband, mean-square pressure~a modified Sabine formula! is also derived and
shown to give excellent agreement with the numerical simulations. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1409538#

PACS numbers: 43.55.Br, 43.55.Cs@JDQ#

I. INTRODUCTION

One component of noise in enclosures is the broadband
high frequency acoustic field. Practical applications include
vehicle interiors and architectural spaces with broadband
sources when the wavelengths are short compared to the en-
closure dimensions. In order to accurately predict the sound
pressure level due to the broadband high frequency compo-
nent at various spatial locations, extensive computations
must be carried out. Numerical methods, such as finite ele-
ment analysis~FEA!1 or boundary element methods~BEM!,2

can be used, but are not very efficient for this type of sound
field. These analyses must be performed on a frequency-by-
frequency basis in the band, and since the wavelengths are
small ~high frequency!, the number of elements required is
large. Methods of this sort are more suited to low frequency
sound fields.

Classical modal analysis~CMA!3 is another method that
is more suited to low frequency sound fields. It has the same
limitations as FEA and BEM, in that calculations must be
performed for each frequency in the band, and for high fre-
quency sound fields there are a large number of participating
modes at each frequency. In addition, if the enclosure is not
‘‘lightly damped,’’ then all the modes are coupled and the
modal amplitudes cannot be obtained without inverting a full
matrix.

Statistical energy analysis~SEA!,4 on the other hand, is
particularly suited to high frequency broadband sound fields.

However, since it is formulated in terms of averages of quan-
tities that determine the sound pressure level, only an aver-
age sound pressure level is obtained for the interior. The
space can be broken-up into substructures with coupling loss
factors between them and averages for each substructure ob-
tained, for a slightly more detailed description. The SEA
method assumes ‘‘light damping’’ such that the sound field is
diffuse and can reasonably be described by average proper-
ties.

Another method that resembles SEA, but is derived from
CMA, is called asymptotic modal analysis~AMA !.5 AMA
has the ability to predict spatial variation, but this involves
summing over a large number of acoustic modes. In addition,
AMA is currently limited to ‘‘light damping,’’ due to the
inability to extract modal amplitudes directly, if the modes
are fully coupled.

In addition to the aforementioned prediction techniques,
various empirical relationships are sometimes used to obtain
a rough estimate of sound fields within particular types of
enclosures. Under certain conditions, these models relate
physical quantities~such as source power, distance from
source, room volume, wall surface characteristics, tempera-
ture, etc.! to the pressure field which would be expected in
any similar environment. Models that fall into this category
are not based on physical laws, but rather upon curve-fits to
experimental data and algebraic functions of parameters
known to affect the acoustic field. Hodgson gives a good
summary of such models in an article that compares seven
different empirical formulas for predicting noise levels in
industrial workrooms.6 The advantage of these methods isa!Electronic mail: linda.franzoni@duke.edu
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that good qualitative predictions can be easily achieved with-
out the necessity of physical understanding.

In general, methods of predicting sound pressure levels
in enclosures with broadband high frequency sound fields are
either computationally intensive~resulting in detailed spatial
information! or are fairly simple formulas that only predict
overall level ~no spatial detail!. In this article, an approxi-
mate method for predicting slow spatial variation in rever-
berant enclosures will be presented. The fine scale rapid spa-
tial variation that is captured by the more computationally
intensive methods is missing, but it may be arguably unim-
portant. The new approximate method is based on energy
conservation principles, assumes that the sound field islo-
cally diffuse, and works remarkably well for cases with sig-
nificant amounts of damping.

II. PREVIOUS WORK

Assuming that the sound field is diffuse~equal energy
arrives at any point in the interior with equal probability
from all incidence angles!, the mean-square pressure is often
assumed to be spatially uniform. By equating the powerinto
the enclosure from acoustic sources to the powerout of the
enclosure via the absorptive surfaces of the enclosure, the
mean-square pressure of the reverberant field is found to be
approximately

p̄rev
2 5

4rcP

A
, ~1!

whereP is the total power into the enclosure from all acous-
tic sources,A is the total absorptivity of the enclosure~ran-
dom incidence absorption coefficient times absorbing area
covered for each surface!, andrc is the characteristic imped-
ance of air. This simple formula based on the overall power
balance in the enclosure is often attributed to Sabine, a com-
plete derivation of which can be found in Ref. 7. Improve-
ments to this approximation can be made by adjusting the
absorptivity, as discussed in Ref. 7 for the Norris and Eyring
or the Millington-Sette reverberation time formulas.

In Ref. 8, Franzoni and Labrozzi performed numerical
simulations of the sound field in rectangular enclosures with
different amounts and distributions of absorption on side-
and end-walls. For that study, the sound source consisted of
acoustic monopole sources on one of the end-walls. The
mean-square pressure at points in the interior was computed
from an exact~wave theory! solution. It was shown that the
Sabine approximation for reverberant pressure@Eq. ~1!# typi-
cally over-predicts the spatially-averagedreverberantlevel
in the room, if the power is not adjusted to remove energy
from the first reflection. Reference 8 also showed that the
mean-square pressure levels are not necessarily spatially uni-
form, and that for long rectangular enclosures with damping
distributions that are not uniformly applied, the spatial varia-
tion of mean-square pressure can be significant.

The results from numerous data sets collapsed with cer-
tain parameters, and Franzoni and Labrozzi were able to de-
velop an empirical formula for the reverberant mean-square
pressure as a function of one spatial variable for enclosures
of the type shown in Fig. 1. The formula can be written as a

modification of the Sabine formula, and is dependent upon
the same variables~i.e., power, absorptivity, and acoustic im-
pedance! as well as weighted absorption coefficients, a ratio
of surface areas, and distance. The Franzoni–Labrozzi for-
mula is given below:

p̄rev
2 5

4rcP

A F ~12ā total!~12ā total/2!

~11āwS̄/2!
Ge2(1/2)āwS̄x̄, ~2!

where p̄rev
2 is the cross-sectionally averaged mean-square

pressure. The cross-section is perpendicular to the spatial
variable in the argument of the exponential and it is normal-
ized by the length in that direction (x̄5x/Lx); the coordinate
direction is defined in Fig. 1. The other variables in the ex-
pression are defined as follows:ā total is the total absorptivity
~random-incidence absorption coefficient times the area cov-
ered for each surface! divided by the total surface area of the
enclosureā total5A/Stotal; āw is the absorptivity of the side
walls divided by the total surface area of the side walls; and
S̄ is the ratio of side-wall surface area to cross-sectional sur-
face area.

Note that the formula given above contains three com-
ponents: the original Sabine formula, an absorptivity dis-
tribution correction factor, and a spatial term that varies ex-
ponentially. This formula was shown~Ref. 8! to agree re-
markably well with the exact~computationally intensive! nu-
merical simulations. Whereas Eq.~2! was derived empiri-
cally based on the results of numerous computer simulations,
in the present article an analytical formula will be derived
based on the principle of conservation of acoustic power.

III. THEORETICAL DEVELOPMENT

To facilitate this discussion, a rectangular room with
sound sources on one wall and absorbing surfaces on three
other walls is shown in Fig. 1. The acoustic sources produce
broadband, high frequency sound. It is assumed that the in-
terior sound field under consideration isdiffuse in a local
sense only. That is, around a given point in the enclosure, the
energy from one side is equally probable from all directions
on that side, but not necessarily equal to the energy from the
other side. Also, the mean-square pressure is not assumed to
be of equal magnitude at all spatial locations.

As derived in Ref. 7, the magnitude of the intensity vec-
tor, in a given direction, at a point in a diffuse field is given
by

I 5
p̄2

4rc
, ~3!

FIG. 1. Rectangular room, with source wall (x52Lx), absorbing end-wall
(x50), and absorbing side-walls~y5Ly andz5Lz!.
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where p̄2 is the mean-square pressure at the point and in-
cludes waves from all directions. If the sound field is a high
frequency, broadband field, then the mean-square pressure
can be assumed to consist of a right-traveling~increasingx!
wave field superimposed on a left-traveling~decreasingx!
wave field. In other words, the left- and right-traveling com-
ponents of the sound field can be assumed to be uncorrelated
from one another:

p̄25 p̄1x
2 1 p̄2x

2 . ~4!

Formulas for intensity due only to the right- or left-
traveling sound can be derived. For example, at an arbitrary
point in the enclosure~not at a boundary!, the magnitude of
the intensity vector in the positivex direction, due to right-
traveling waves, would be

I 1x5
p̄1x

2

2rc
, ~5!

where the subscript on mean-square pressure indicates that it
is the component of mean-square pressure from the right-
traveling (1x) wave field only~see Fig. 2!. An interpretation
of this result is that it takes less mean-square pressure to
produce the same intensity, if the waves are in the same
direction as the intensity vector. Alternatively, comparing the
standard formula Eq.~3! to Eq.~5!, the mean-square pressure
in Eq. ~3! contains both components~1x and 2x! but Eq.
~5! only contains a single component, yet the intensity in
both equations is a vector pointing in a single direction~say,
1x!.

In order to relate the intensity incident on a side-wall~in
either they or z direction! to the mean-square pressure of the
right-travelling wave field, consider the right-traveling wave
field as consisting of two components. One component in-
cludes waves that are incident on the side-wall, and the other
consists of waves that have just been reflected from it, as
shown in Fig. 2. The mean-square pressure due to right-
traveling waves at the boundary is

p̄1x
2 5 p̄1xincident

2 1 p̄1xreflected

2 . ~6!

However, the mean-square pressure that has been reflected is
of less magnitude than the mean-square pressure that is inci-
dent. The reduction in magnitude is equal to (12aw), where
aw is the random-incidence absorption coefficient of the
side-walls. Therefore,

p̄1x
2 5 p̄1xincident

2 1 p̄1xincident

2 ~12aw!5~22aw! p̄1xincident

2 . ~7!

The intensity vector in the direction of the boundary is only
due to the incident mean-square pressure~the out-going pres-
sure wave does not contribute!. As a result, the intensity
‘‘into’’ the boundary is

I sidewall5I s5I y5I z5
p̄1xincident

2

2rc
5

p̄1x
2

2rc F 1

22aw
G , ~8!

wherep̄1x
2 is the mean-square pressure associated with right-

traveling waves, incident plus reflected.
In the above discussion, it is assumed that the mean-

square pressurep̄1x
2 is relatively uniform over the cross-

section. However, it is recognized thatvery neara side-wall,
the components comprisingp̄1x

2 , namely p̄1xincident

2 and

p̄1xreflected

2 , will have different magnitudes due to the absorp-

tivity at the side-wall. A detailed analysis of the spatial varia-
tion of p̄1x

2 across a given cross-section is provided in the
Appendix. There, it is shown that, in general, the change in
mean-square pressure across the cross-section is higher order
~orderaw

2 ! and can therefore be neglected. Furthermore, the
validity of Eqs.~7! and~8! is demonstrated in the Appendix.

Define b to be the fraction of surface area at a cross-
section covered by absorbing material whose random inci-
dence absorption coefficient isaw . Further, defineLp andS
as the length of the perimeter of the cross-section and its
area, respectively. A power balance equation, equating the
power into the cross-section of widthDx to the power out of
the cross-section, can be written in terms of intensity.

I xS5S I x1
dIx

dx
DxDS1awbLpDxIs . ~9!

At x, the power into the cross-section from the previous
adjacent cross-section isI xS. The power out of the cross-
section that goes into the next adjacent section is (I x

1(dIx /dx)Dx)S. If there is absorption in the region over
which Dx extends, then energy will be lost due to the ab-
sorbing walls or portion of the walls that is covered by the
absorptive material. The left-hand side of Eq.~9! represents
the power into the cross-section and the right-hand side rep-
resents the power leaving the cross-section. Note that if there
were sources on the side-wall, such as transmission through
the wall into the enclosure, the left hand side of Eq.~9!
would contain an appropriate source term. Using Eqs.~5!
and~8! and canceling common terms, Eq.~9! can be rewrit-
ten in terms of mean-square pressure:

d~ p̄1x
2 !

dx
1

awbLp

~22aw!S
p̄1x

2 50. ~10!

The solution of this differential equation is

p̄1x
2 5P1xe

2(awbLp)/((22aw)S)x. ~11!

Similar arguments can be made regarding the left-
traveling (2x) oblique wave field, with the result that

p̄2x
2 5P2xe

1(awbLp)/((22aw)S)x, ~12!

whereP1x and P2x are unknown coefficients of the mean-
square pressure components, to be determined from applica-
tion of the boundary conditions at the ends of the enclosure.

FIG. 2. Cross-section with left-traveling and right-traveling mean-square
pressure components~left! and side wall section with incident~inc! and
reflected~ref! right-traveling pressure waves.
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A. Boundary conditions

At the absorbing end-wall (x50), the intensity of the
left-traveling waves is equal to the reflection coefficient of
the end-wall times the intensity of the right-traveling waves.
In other words,

I 2x~0!5~12ab!I 1x~0!, ~13!

whereab is the random incidence absorption coefficient of
the absorbing end-wall. The mean-square pressure ampli-
tudes are therefore related by

P2x5~12ab!P1x . ~14!

At the other end-wall~the source wall!, the power of the
source~or sources! is equal to the area of the end-wall times
the difference between the intensity in the1x direction~due

to right-traveling waves! and the intensity in the2x direc-
tion ~due to the left-traveling waves! times the cross-
sectional area:

P5S@ I 1x~2Lx!2I 2x~2Lx!#. ~15!

B. Solution for cross-sectional average

As stated earlier, the left- and right-traveling fields can
be assumed to be uncorrelated, such that the net mean-square
pressure is a superposition ofp̄1x

2 and p̄2x
2 , as in Eq.~4!.

Writing Eq. ~15! in terms of mean-square pressure compo-
nents, using Eq.~14! to eliminate one of the mean-square
pressure amplitudes, and superimposingp̄1x

2 and p̄2x
2 leads

to the result

p̄2~x!5
2rcP

S F cosh~@awbLp /~22aw!S# x!2 1
2 abe1(@awbLp /(22aw)S# x)

sinh~@awbLp /~22aw!S# Lx!1 1
2 abe2(@awbLp /(22aw)S# Lx)G . ~16!

This is the expression for the cross-sectional average mean-
square pressure as a function of distance. Due to the choice
of coordinate system direction,x, the distance from the ab-
sorbing wall, is negative. Note that the parameters that ap-
pear in the above expression are the source power, absorp-
tion coefficients ~which can be combined with the
appropriate areas to produce absorptivities!, the characteris-
tic impedance, and the location of interest.

In the Franzoni–Labrozzi empirical formula@Eq. ~2!#
the spatial variation was simply an exponential function.
Here, the spatial variation is slightly more involved, how-
ever, the formula is just as easy to use.

C. Modified Sabine formula for the spatial average

A spatial average can be calculated directly from Eq.
~16! or, using some of the insights from the above derivation
along with the simple energy conservation statement that the
power into the enclosure equals the power out of the enclo-
sure @as in the Sabine formula Eq.~1!#, a modified Sabine
equation for the spatial average can be formulated. In this
derivation, it will be assumed that the mean-square pressure
is the averagemean-square pressure in the volume, but its
components due to the incident and reflected waves will have
different magnitudes as in the previous discussion.

The power out of the enclosure is that which is removed
by the absorbing surfaces. Therefore,

Pout5 (
absorbing
surfaces,i

I
surface
into a iSi , ~17!

whereI is the intensity,a i is the random incidence absorp-
tion coefficient of thei th absorbing surface~equivalent to the
intensity transmission coefficient!, andSi is the surface area
covered by the absorptive material. The intensity into the
surface consists of two components: that of the reverberant

field I rev, and that directly from the sourceI direct.
The reverberant component of intensity into an absorb-

ing surface is related to theaverage ~not at a boundary!
mean-square pressure by Eq.~5!; using the same arguments
that led to Eq.~7!:

I rev5
p̄incident

2

2rc
5

p̄2

2rc

1

~22a i !
. ~18!

The average intensity from the source into the absorbing
surface~s! is approximately related to the power into the en-
closure by

I direct>
P in

Stotal
. ~19!

Therefore, the power removed by the absorbing surfaces is

Pout5 (
absorbing
surfaces,i

I
surface
into a iSi

5(
i

p̄2

2rc~22a i !
a iSi1(

i

P in

Stotal
a iSi . ~20!

Equating the power into the enclosure to the power out
yields

P in5(
i

p̄2

2rc~22a i !
a iSi1(

i

P in

Stotal
a iSi . ~21!

Rearranging and solving for the average mean-square pres-
sure

p̄ spatial
average

2
5

4P inrc

( i~a iSi !/~12a i /2! S 12(
i

a iSi /StotalD . ~22!

This result is amodified Sabine formula for the spatially-
averaged reverberant mean-square pressure. If the same ab-
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sorption coefficient applies to all covered surfaces, this sim-
plifies to

p̄ spatial
average

2
5

4Prc

A
~12a/2!~12A/Stotal!, ~23!

where A is the absorptivity andP is the total power of
sources in the room. The factors that modify the original
Sabine formula can be interpreted as follows. The first term
in parentheses is a correction due to the difference in mean-
square pressure amplitude between in-coming and out-going
waves, and the second term removes the power absorbed by
the first reflection. The modified Sabine formula given by
Eq. ~22! will be shown in Sec. IV to be very accurate when
compared to the exact numerical simulations of the sound
field.

D. Spatial-average of cross-sectional values

Alternatively, a spatially-averaged mean-square pressure
level could have been obtained by integrating Eq.~16! over x̄
from 21 to 0. In the limit of smallab and smallaw , a
similar result is derived, as follows.

The spatial average of Eq.~16! is

^ p̄2&5
2rcP

S E
21

0 cosh~g x̄!2~ab /2!eg x̄

sinh~g!1~ab /2!e2g dx̄, ~24!

where g5 awbLpLx /(22aw)S. Upon integrating, and
evaluating the function at the limits of integration,

^ p̄2&5
2rcP

S

1

g S sinh~g!2
1

2
ab~12e2g! D Y

~sinh~g!1 1
2abe2g!. ~25!

Assuming smallg ~equivalent to smallaw! and smallab ,
expanding the sinh and exponential in a Taylor series, and
retaining terms of orderg and orderab leads to

^ p̄2&5
2rcP

S

1

g S g2
1

2
abg D Y S g1

1

2
ab~12g! D

5
2rcP

S S 12
1

2
abD Y S g1

1

2
ab~12g! D .

Substituting the expression forg, and keeping the lowest
order terms,

^ p̄2&5
4rcP

@Aw /~12aw/2!# 1 @Ab /~12ab /2!#
, ~26!

where Aw is the absorptivity associated with the side wall
absorptivity,aw , and Ab is the end-wall absorptivity. The
power has not been reduced to remove the first reflection.
Once this is done, the formula for the spatially-averaged
mean-square pressure in the enclosed volume becomes

^ p̄2&5
4rcP~12A/Stotal!

@Aw /~12aw /2!# 1 @Ab~12ab /2!#
, ~27!

whereA is the total absorptivity. This formula is equivalent
to the previously derived modified Sabine formula, given by
Eq. ~22!.

IV. RESULTS: COMPARISON TO NUMERICAL
SIMULATIONS

Having access to the numerical data of Ref. 8, compari-
sons were made between trajectory averages and the energy-
based theoretical formula that includes spatial variation@Eq.
~16!# for several cases. The numerical simulation data con-
sisted of 11 trajectories from the source wall to the opposing
end wall, along lines of constant (y,z) ~see Fig. 1 for refer-
ence!. These trajectories were then averaged to obtain the
single curve that is presented. The simulations were per-
formed in 1/3 octave bands, at a dimensionless center fre-
quency wavenumber ofkcLx5160, which allowed for at
least eight wavelengths along the smallest side of the enclo-
sure. Only the reverberant field was included in the mean-

FIG. 3. Spatial variation of mean-square pressure~nor-
malized! for a long rectangular room with absorptive
side-walls and a hard end-wall. The random incidence
absorption coefficient of the side-walls wasaw50.54.
The absorptivity of the room was 19 English sabins.
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square pressure calculation, that is, the mean-square pressure
directly from the source~or sources! was removed from the
total.

Figures 3–5 show example comparisons. The~exact!
numerical simulation is capable of predicting both the
gradual andrapid spatial variation, however the approximate
formula derived in this article only predicts the overall
gradual variation. For reference, the Franzoni–Labrozzi
~F-L! empirical curve@Eq. ~2!# and the uniform level of the
reverberant mean-square pressure predicted by the modified
Sabine equation@Eq. ~22! or ~27!# are also shown. It should
be kept in mind that the F-L curve is a semi-empirical result
that was developed based on this data set. Note that the di-
rect field has been removed from the numerical data, leaving
the reverberant field only. Similarly, the power absorbed by
the first reflection has been removed from all of the approxi-
mate formulas, except Eq.~16!. Therefore, the powerP in
Eq. ~16! should be replaced byP(12A/S), whereA is total
absorptivity andS is total surface area. Thus, the predicted
mean-square pressures in all formulas are consistent with the

reverberantmean-square pressures that were computed in
the numerical simulations~direct field removed!. Figures 3
and 4 are for an elongated rectangular enclosure, and Fig. 5
is for a more evenly-shaped enclosure.

Figure 3 shows the results for a long rectangular enclo-
sure ~Lz /Lx53/7 and Ly /Lx52/7! with two ‘‘hard’’ end-
walls. Two adjacent side-walls were covered by a real-valued
impedance~zw /rc58.66,aw50.54!, such that the total En-
glish sabins for the enclosure was 19. The curves shown in
Fig. 3 represent an average trajectory from the source wall to
the opposite absorbing wall. The results are presented as a
dimensionless mean-square pressure versus a dimensionless
distance between source wall~x̄521! and the opposite end-
wall. The theoretical curve~new result! appears to show im-
provement over the Franzoni–Labrozzi~F-L! curve that was
based upon collapsing numerical data from many cases simi-
lar to this one. In many instances, the new theoretical curve
and the F-L curve actually cross each other, with both curves
seeming to fit the data equally well.

Notice in the numerical simulation data that the mean-

FIG. 4. Spatial variation shown in decibels for two
cases with different absorptivity for the long rectangular
enclosure. The upper set of curves corresponds toaw

5ab50.2 ~real normalized impedance ofzb5zw

533.5!, for an absorptivity of 9 English sabins. The
lower set of curves corresponds to a more absorptive
case,aw5ab50.8 (zb5zw54), having an absorptivity
of 32 English sabins.

FIG. 5. Two absorptivity cases for the more evenly
shaped enclosure. The upper set of curves corresponds
to aw50.3, ab50.5 ~zb59, zw522.5! for a total ab-
sorptivity of 18 English sabins. The lower set of curves
corresponds toaw5ab50.7 (zb5zw55), 30 English
sabins.
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square pressure levels show a sharp increase right at the
boundaries. This is due to the effect of intensification zones9

~where all modes are spatially correlated!, and is particularly
pronounced at hard end-walls. The rapid spatial variation at
the end-wall opposite the source may be due to the presence
of one-dimensional waves that are not well absorbed. Most
of the other waves~oblique incidence! will have experienced
many reflections by the time they reach this end, and each
reflection is diminished in strength. However, the one-
dimensional waves are not strongly affected by the side-wall
absorption, and therefore may be of relatively large ampli-
tude at the absorbing end-wall.

Figure 4 shows a similar comparison on a decibel scale
for the same elongated enclosure. Here, two different cases
are shown. The upper set of curves corresponds to a case
with relatively low absorption (aw5ab50.2!, and the lower
set of curves corresponds to a case that is highly absorptive.
In fact, for the lower curves the random incidence absorption
coefficient for the absorbing side-walls, as well as the ab-
sorbing end-wall, isaw5ab50.8 ~absorptivity for the enclo-
sure equaled 32 English sabins!. Notice that the spatial varia-
tion from one end of the enclosure to the other is
approximately 10 dB. For the more absorptive case, the F-L
curve~from Ref. 8! is slightly more accurate at predicting the
gradual spatial variation, however the new theoretical curve
is still very good. In the less absorptive case shown here, the
new theoretical curve shows improvement over the F-L
curve at predicting the actual slow spatial variation. The less
absorptive case corresponds to an overall absorptivity of 8
English sabins. For comparison, the previously shown plot
~Fig. 3, corresponding to 19 English sabins! would lie in-
between these two sets of curves, if it were plotted in dB.

A similar comparison is shown in Fig. 5, for a more
evenly-shaped enclosure. Here, the enclosure dimensions are
ratios of 4.7/3.5 and 3/3.5 with the 4.7 units by 3 units wall
being on the end. Figure 5 shows a case with the same ab-

sorbing material on two side-walls and an end-wall, and a
case with different amounts of absorption on the different
surface areas. The upper set of curves corresponds to the
case with unequal absorption on the various walls, two adja-
cent side-walls are covered, having a random incidence ab-
sorption coefficient of 0.3, and the end-wall material has a
random incidence absorption coefficient of 0.5. The total ab-
sorptivity for this enclosure is 18 English sabins. In the more
evenly-shaped room there is less spatial variation in mean-
square level than in the more elongated room, for approxi-
mately the same absorptivity level. Recall that Fig. 3 showed
a case with 19 English sabins for a more elongated enclo-
sure. Had those results been plotted in decibels, the overall
variation would have been about 5 dB, whereas in this room
the variation is only a few decibels.

The lower set of curves in Fig. 5 corresponds to an equal
distribution of absorption over exactly half of the enclosure.
The random incidence absorption coefficient for each cov-
ered surface was 0.7, and the absorptivity of the enclosure
was 30 English sabins. This was a very absorptive case, and
even though the enclosure is more evenly-shaped, the level
~from the numerical simulation! shows an overall spatial
variation of at least 3 dB. The theoretical curve does a good
job of estimating the gradual spatial variation, as does the
F-L curve. It is surprising that the energy-based formula per-
forms as well as it does for this particular enclosure, since
the direction of interest is relatively short, and the absorption
level is so high. With such large absorption levels, the as-
sumption that the field is ‘‘locally diffuse’’ is starting to fail
~here, and in the second case shown in Fig. 4!.

Comparisons of other data sets showed similar~or bet-
ter! agreement. Absorption coefficients up to 0.8 and down to
0.1 for side-wall absorption and lower for end-wall absorp-
tion were included in the comparisons. Enclosure absorptivi-
ties ranging from 6 to 32 English sabins for the elongated
enclosure, and from 8 to 30 for the more cubic enclosure,

FIG. 6. Comparison between the traditional Sabine for-
mula and modified Sabine formula for predicting nu-
merical data. The numerical data was given for different
source locations with different levels of absorption on
the side-walls and the end-wall.
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were investigated.~Random incidence absorption coeffi-
cients ranged from hundredths to 0.7 or 0.8, for individual
wall coverings.! Some of the cases shown are for the most
extreme examples, yet the comparisons are still fairly good.
In fact, it was remarkable how well the approximate curve
worked over the entire absorptivity range for both types of
room shapes considering that the theory is based on an as-
sumption that the sound fields are locally diffuse.

In Fig. 6, numerical simulation data is spatially averaged
for different levels of absorption on the side- and end-walls.
In these numerical simulations a single monopole source was
placed on one of the end-walls. The data shown correspond
to three different source locations on that wall~near the cen-
ter, near a corner, and partway between the center and a
corner!. This data is compared to two approximate curves,
the traditional Sabine formula for the spatial average~Ref. 7!
and the modified Sabine formula derived in this article.
While the traditional Sabine formula overpredicts the
spatially-averaged reverberant level, the modified Sabine for-
mula gives excellent agreement over a wide range of absorp-
tivity levels.

V. CONCLUSIONS

For the case of an acoustic source~or sources! on an
end-wall, and absorptive surfaces on side-walls and/or the
opposite end-wall, the formula derived by energy conserva-
tion accurately predicts the slow spatial variation of mean-
square pressure in the interior of a rectangular acoustic en-
closure. In fact, it is surprising how well the approximate
formula works, even for highly absorptive cases, since the
derivation is based on assumptions that apply to quasi-
diffuse sound fields. The process used to derive the formula
can be used for cases other than a source on an end-wall;
however, this case was chosen due to the availability of nu-
merical data and the simplicity of analysis. For an interior
source or sources, other boundary conditions~including con-
tinuity conditions between internal subregions! would have
to be applied, but this should not present any problems.

In addition to a formula containing a spatially-varying
term, a simple expression for the spatially-averaged mean-
square pressure in the reverberant field was derived. This
expression was seen as a modification of the classical Sabine
formula ~for steady-state levels!. The modification contained
a reduction of the power, equivalent to removing the power
absorbed by the first reflection, and a term that accounts for
the fact that the pressure waves into a surface are stronger
than those reflected from the surface. This modified Sabine
formula agrees very closely with the spatial average of the
reverberant field for a variety of absorptivities.
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APPENDIX: MEAN-SQUARE PRESSURE VARIATION
ACROSS THE CROSS-SECTION

This appendix considers a model problem involving the
reflection of two-dimensional oblique waves in a channel
with one absorbing wall. The results show that the variations
in mean-square pressure over the cross-section are small, be-
ing the order of absorption coefficient squared. Similar re-
sults are obtained for the three-dimensional case; the two-
dimensional case is presented in the interest of convenience
and simplicity. Therefore, the assumption used in the main
text of the article that the mean-square pressure is approxi-
mately constant over an enclosure cross-section is justified.
This analysis also justifies the assumptions made regarding
incident and reflected mean-square pressures and intensities
near absorbing surfaces.

The configuration to be analyzed is shown in Fig. 7.
Parallel surfaces are separated by a distanceLy . The surface
at y50 is perfectly rigid whereas the surface aty5Ly is
characterized by a normal specific acoustic impedancez̄w

5zw /rc. The pressure field is governed by the two-
dimensional wave equation and velocity components are de-
rived from the momentum equation:

]2p

]x2 1
]2p

]y2 2
1

c2

]2p

]t2 50, ~A1!

iW
]u

]t
1 jW

]v
]t

52
1

r
¹W p. ~A2!

The solution to the wave equation which satisfies the bound-
ary condition aty50 is readily shown to have the following
form:

p5P coskyyei (vt2kxx), ~A3!

where the wavenumber components are related by

kx
21ky

25k2 and k5
v

c
. ~A4!

Applying the boundary condition aty5Ly and using Eq.
~A2!, leads to an equation for the eigenvalueskyn

:

~kyn
Ly!tan~kyn

Ly!5 i
kLy

z̄w
. ~A5!

The infinite set of eigenvalues can be written in the form

kyn
Ly5np1«n . ~A6!

FIG. 7. Two-dimensional configuration to analyze the variation of mean-
square pressure within the cross-section.
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For convenience the wall impedance is now assumed to
be entirely real, namelyz̄w5 r̄ w1 i x̄w5 r̄ w1 i0. Substituting
Eq. ~A6! into Eq. ~A5! and assuming that the magnitude of
the right-hand-side of Eq.~A5! is small ~essentially large
impedance! leads to a solution of the following form,

«n' i
kLy

np r̄ w
, for n51,2,3 . . . ,

~A7!

«0'Ai
kLy

r̄ w
for n50.

In Eq. ~A7! only the lowest order terms have been retained.
The absorption coefficient for oblique waves striking a

wall with large real-valued normal impedance at angleun is
given by

an5
4r̄ w cosun

~ r̄ w cosun11!2 '
4

r̄ w cosun
if r̄ w cosun@1. ~A8!

The cosine of the incidence angle can be rewritten as

cosun5
kynLy

kLy
5

~np1«n!

kLy
'

np

kLy
. ~A9!

Substituting Eqs.~A8! and ~A9! into Eq. ~A7! gives

«n' i
kLy

np r̄ w
5 i

1

r̄ w cosun
5 i

an

4
. ~A10!

Substituting Eqs.~A10! and~A6! into Eq. ~A3! and expand-
ing the trigonometric expression gives the following result
for complex pressure of thenth oblique wave mode:

pn5PnFcosnp ȳ cosh
an

4
ȳ2 i sinnp ȳ sinh

an

4
ȳGei (vt2kxx),

~A11!

whereȳ5 y/Ly . Calculating the mean-square pressure,

p̄n
25

uPnu2

2 Fcos2 np ȳ cosh2
an

4
ȳ1sin2 np ȳ sinh2

an

4
ȳG .

~A12!

Using trigonometric identities and Taylor series expansions
for the hyperbolic functions, assumingan is small, gives the
following form for the mean-square pressure of thenth ob-
lique wave mode:

p̄n
25

uPnu2

4 S 11
3

2

an
2

42 ȳ2D 1
uPnu2

4
cos 2np ȳS 12

1

2

an
2

42 ȳ2D .

~A13!

When a number of oblique waves are added together for
different values ofn and for different frequencies, the second
term on the right will average to zero due to the rapid oscil-
lation of cos 2npȳ. The cross-sectional variation in mean-
square pressure is then seen to be of the orderan

2. This
variation is assumed to be a higher-order effect (3an

2/32)
and is neglected in the main body of the article. In practice,
owing to the small size of the coefficient ofan

2, this variation
remains small even when the absorption coefficient is fairly
large.

Returning to Eq.~A11!, the pressure can be decomposed
into a component propagating toward the absorbing surface

and another propagating away from the surface. Evaluated at
y5Ly , these components of pressure are given by

pnincident
5

Pn

2 Fcosh
an

4
1sinh

an

4 Gei (vt2kxn
x2np), ~A14!

pnreflected
5

Pn

2 Fcosh
an

4
2sinh

an

4 Gei (vt2kxn
x1np). ~A15!

Computing the mean-square pressure gives

p̄nincident

2 5
uPnu2

8 Fcosh
an

4
1sinh

an

4 G2

'
uPnu2

8 F11
an

2
1O@an

2#G , ~A16!

p̄nreflected

2 5
uPnu2

8 Fcosh
an

4
2sinh

an

4 G2

'
uPnu2

8 F12
an

2
1O@an

2#G . ~A17!

Combining these expressions gives

p̄nreflected

2 5 p̄nincident

2
@12 an/21O@an

2##

@11 an/21O@an
2##

' p̄nincident

2 F12
an

2
1O@an

2#G . ~A18!

This result is consistent with Eq.~7! in the main text. Sum-
ming overn to encompass all modes at all incident angles
would leadan to be replaced bya random for a diffuse field.
Similarly, referring to Eq.~A16! and the results of Eq.~A13!,
the incident intensity is

I nincident
5

uPnu2

8rc F11
an

2
1O@an

2#G' uPnu2

4rc

1

22an
, ~A19!

which corresponds to Eq.~8! of the main text.
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A profiled structure with improved low frequency absorption
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It is possible to obtain good absorption from Schroeder diffusers if suitable alterations to the design
are made. Interestingly, previous work has shown that good absorption appears possible below the
design frequency when the diffusers are poorly constructed. This has inspired the design of a
profiled absorber using perforated plates in some wells; the absorber has extended bass response.
The paper presents a theory for the enhanced absorption and the important design parameters are
discussed. Good agreement is shown between the prediction model and impedance tube
measurements. The design of this absorber was first carried out using a numerical optimization,
although a simplified design procedure is also outlined which is almost as good. The results clearly
show that this type of profiled absorber extends the absorption at low frequencies while maintaining
the good absorption at mid frequencies as well. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1412443#

PACS numbers: 43.55.Ev, 43.55.Dt@JDQ#

I. INTRODUCTION

Schroeder diffusers have been widely used in concert
halls, theatres, and studio control rooms.1 There is evidence,
however, of significant absorption when the diffusers are
poorly designed.2 Kuttruff,3 Mechel,4 Fujiwara et al.,5 and
Wu et al.6 theoretically and practically investigated the ab-
sorption mechanism. Kuttruff presented the concept of addi-
tional air flow between the wells as the source of the excess
absorption, although he could not obtain a prediction model
which explained the high absorption measured by others.
Mechel thoroughly discussed the absorption effect for the
near field as well as the directivity for the far field, although
his studies lacked direct experimental verification. Further-
more, Mechel indicated the possibility of a low-frequency
band absorber by bending the wells, and using the primitive
root rather than the quadratic residue sequence to gain better
absorption. Wuet al.brought together measurement and pre-
diction to provide proper evidence that the strong coupling
between the wells is responsible for the high absorption. This
was used to develop a new profiled absorber by arranging the
depths of wells in one period properly using numerical opti-
mization.

High absorption at low frequencies is the most difficult
to achieve from these profiled devices, consequently, the
challenge tackled in this paper is to get more absorption
bandwidth from a given length. Interestingly, in the paper by
Fujiwara,5 it was reported that poorly constructed structures
could provide high absorption below the lowest resonant fre-
quency. It is speculated that this additional absorption came
from cracks in the well bottoms forming Helmholtz resona-
tors with air cavities behind. This inspired the idea that using
perforated plates in some wells could significantly extend the
absorption range towards the lower frequencies by adding
mass to the system and so lowering the resonant frequency.

While the research presented here was in progress,
Fujiwara7 published a paper which contained measurement

results on a structure with Helmholtz resonators in the wells,
i.e., using a similar technique to add mass and to get better
absorption in a low frequency range. Fujiwara presented no
verified prediction model or design methodology for these
structures; it appears the design was formed by trial and er-
ror. What is new in the paper below is a prediction model
validated against measurement; a more complete understand-
ing of the effects of the different elements in the absorber,
and analytical design methodologies which will be used to
get the best possible absorption from this structure.

First, the prediction model is presented including the
effect of a perforated plate at different positions in the well.
The simplest constant length structure with perforated plates
in the wells has been optimized to obtain better absorption
without any resistant layer on the top. However, as will be
shown, this structure cannot provide wide frequency band
absorption. It is essential to include different depth wells to
get wide frequency range absorption. A numerical optimiza-
tion is performed to obtain better absorption by adjusting the
position of the perforated plates in the wells, and the depths
of the wells. The theoretical results have been compared with
experimental results, and good agreement achieved. The sig-
nificant improvement at low frequency range is clearly
shown when comparing this kind of absorber with profiled
absorber without in-well perforations. The final part of the
paper investigates a more straightforward design methodol-
ogy than numerical optimization. It is shown that by follow-
ing a couple of simple principles good absorption can be
achieved without resorting to numerical optimization.

II. SINGLE WELL MODEL

A. The impedance of a perforated panel

Perforated panels have been used for some years in con-
junction with acoustic compliance, and their ability to pro-
duce absorption at low frequencies, especially with resistive
material, is well known. The perforated plates can be consid-
ered as a lattice of short tubes, where the pitch of adjacent
tubes is small compared with wavelength of propagatinga!Electronic mail: t.j.cox@salford.ac.uk
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sound, but larger than the hole diameter. It is assumed that
when sound flows through the holes, there is no motion in
the plate itself, and the hole radius is larger than the bound-
ary layer thickness. Then the specific acoustics impedance of
the perforated plate is8

zp5r m1 j vm ~1!

and

r m5
r

«
A8hvS 11

t

2aD , ~2!

m'
r

« F t12da1A8h

v S 11
t

2aD G , ~3!

where r is the air density,v is the angular frequency of
propagating sound,« is porosity of the plate,t is the thick-
ness of the plate,a is the radius of the holes,d is the end
correction factor~'0.85!, and the last term is due to the
boundary layer effect, in whichh is the kinemetric viscosity
of the air ('1531026 m2/s).

B. The impedance at the entrance of a well

The impedance is needed at the entrance of a well con-
taining a perforated plate and with resistive material at the
well entrance. The well width of a profiled absorber is nar-
row compared with diffusers to provide more absorption,
therefore the energy losses caused by viscous and thermal
conduction in the wells cannot be neglected. In general, the
well width b!l/2, wherel is the wavelength of the sound,
so that only fundamental modes are considered to propagate
in each well. The propagation number in the wells is9

kt'k1
k

2b
~12 j !@dv1~g21!dh#, ~4!

wherek5v/c, c is the speed of sound.dv ,dh are the thick-
ness of the viscous and thermal boundary layers, respec-
tively, these can be found from Eq.~5! of Ref. 6. The wells
should not be made too narrow, however, because then the
resonance~s! would be destroyed. Considering a well length
l n , a perforated plate is fixed atl n1 from the opening of well.
The impedance on the opening of the well can be derived by
the multilayer transfer matrix as

zw5
rcz1 coth~ jktl n1!1~rc!2

z11rc coth~ jktl n1!
1r , ~5!

wherer is the resistivity of the material at the well entrance
andz1 is the total impedance atl n1 of a perforated plate and
the cavity it covered.z1 can be calculated by the following
equation:

z15r m1 j ~vm2rc cot~kt~ l n2 l n1!!!. ~6!

When no perforated plate is used in the well, the entrance
impedance simplifies to

zw5r 2 j rc cot~ktl n!, ~7!

wherel n is the depth to the well bottom.

C. Effect of perforated plate at different positions in
the well

As can be seen from Eqs.~5! and~6!, the position of the
perforated plate in a well is important for the resonant fre-
quency. Changing the position of perforated plate from bot-
tom to opening in the well, the first resonant frequency of the
well is gradually decreased, from the first resonant frequency
of the well without perforated plate to the frequency with
perforated plate on the top. This gives us a possibility to tune
the well by adjusting the positions of the perforated plates.
An example is given in Fig. 1, the width of well is 6 mm,
length 10 cm, and the parameters of perforated plate are«
55%, a51 mm, t55 mm, the plate’s position in the well is
l n159.5 cm, 6.0 cm, 3.0 cm, and 0.0 cm, respectively. The
first resonant frequency changes from 900 Hz to 415 Hz as
expected. While this change of about an octave enables the
wells to be differently tuned, it will be shown later that this is
not a sufficient variation and so some wells without perfora-
tions are also needed.

III. ABSORPTION BY A PROFILED ABSORBER

A. Theoretical prediction

Profiled absorbers are periodic surface structures with
rigid constructions, which consist of wells separated by thin
walls. The wells have the same width, but different depths in
one period.

The analysis method used in Ref. 6 is still valid for the
structure employing perforated plates in wells. The structure
is illustrated in Fig. 2. For the one-dimensional absorber, the
sound field in front of the absorber is decomposed into the
incident plane wavepe(x,z) and scattered fieldps(x,z) as
follows:

p~x,z!5pe~x,z!1ps~x,z! ~8!

and

pe~x,z!5Pee
j ~2xkx1zkz!,

~9!

ps~x,z!5( Anej ~2xbn2zgn!,

where kx5k sinue, kz5k cosue, and bn5kx1n(2p/T),
gn52 jkA@sinue1n(l/T)#221, T is the width of one period.

FIG. 1. Comparison of the imaginary part of impedance when moving a
perforated plate form bottom to top of a 10 cm well. Distance from top of
well to perforated plate,ln1, shown in legend.
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The coefficients,An , are solved by applying the boundary
condition of the periodic impedance on the surface of the
absorber.6 The absorption coefficient of the absorber is then

a~ue!512UA0

Pe
U2

2
1

cosue

3( UAns

Pe
U2

A12~sinue1nsl/T!2. ~10!

The summation runs over radiating spatial harmonics only.
For normal incident sound and narrow wells, when

sinue1l/T<1, there are only first order reflections, therefore
the equivalent normalized impedance on the surface of the
structure can be derived from

ze5
11A0 /Pe

12A0 /Pe
. ~11!

B. Experimental result

In order to verify the above prediction model, a one-
dimensional sample made from aluminum was built inside
an impedance tube which had a cross-section size 54
354 mm. The parameters of perforated plate are porosity«
55.34%, t55 mm, a51 mm. Because of the impedance
tube’s size, the sample is limited to seven wells in one pe-
riod, width of well 6 mm, well separator thickness 1 mm. As
we will see later, this construction was optimized for a low
frequency profiled absorber, which had a resistive layer on
the top of the structure to enhance the losses due to coupling
between the wells. Here, it was first measured without the
resistive layer to validate the prediction model.

The measurement was carried out in an impedance tube.
The procedure was the same as in previous paper,6 which is
similar to the two microphone standard technique. It is im-
portant to remember that in the theoretical predictions the
mirror-image effect caused by impedance tube walls has to
be included.

For conciseness, the following abbreviations in the nor-
malized impedance graphs will be adopted throughout this
paper. The real part of normalized impedance will beR, and
the imaginary partX. The comparisons between predictions
and measurements of absorption and impedance are shown

in Fig. 3. Reasonably good agreement can be seen for the
imaginary part of impedance and other parameters in the low
frequency range. The slightly higher absorption at middle
frequency are likely to be due to unavoidable gaps during the
construction and installation of sample. The measurement
results demonstrated the validation of prediction model for
this kind of structure.

IV. CONSTANT LENGTH ABSORBER WITH
PERFORATED PLATES

With a validated prediction model, it is possible to use a
trial and error search on a computer, a numerical optimiza-
tion, to find the best design. The computer can change the
absorption by moving the perforated plate in the wells and so
tune the resonant frequency. The computer intelligently
searches using a downhill simplex method;10 the goal being
to find the absorber with the highest average absorption. A
similar technique was used in Ref. 6.

The absorption coefficient and impedance on the surface
of structure combining constant length absorber and perfo-
rated plates are calculated for two cases: ‘‘uniform’’ con-
struction with the perforated plate on the top of the structure,
and ‘‘optimized’’ construction with the optimized structure
with perforated plates at different positions in each well. The
parameters are for constant length absorber,N57 wells in
one period, b56 mm, w51 mm, and well length l n

510 cm; for the perforated plate,«55%, a51.0 mm, t

FIG. 2. One period of profiled sound absorber with perforated plates.

FIG. 3. Comparison of prediction model and experimental results of profiled
absorber with perforated plates in some of the wells.~A! Absorption coef-
ficient, ~B! impedance.
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55 mm. The results are shown in Fig. 4, and position se-
quencel n1 of perforated plates for optimized construction
are 3.1, 0.1, 0.0, 7.2, 4.9, 6.2, 8.2 cm.

From Fig. 4~a!, it is clearly seen that the absorption of
the optimized construction is higher than the construction
with the perforated plate on the top across the whole fre-
quency range, and particularly at low frequencies, where the
absorption coefficients are nearly 1. Even at the first resonant
frequency of the uniform construction, where every well has
contributed a resonance at that particular frequency, the ab-
sorption is still less than the optimized solution. Looking into
the impedance graph Fig. 4~b!, the optimized structure cre-
ated a nonuniform surface impedance that scatters sound.
The scattering enhances the coupling between the wells,
which provides higher resistance when compared with the
uniform construction. Although the absorption at low fre-
quency is high in the optimized absorber, elsewhere is low.
This is because the first resonant frequencies have been re-
stricted within a small range, which is from the resonant
frequency of structure with the perforated plate on the top to
it on the bottom, the coupling in that frequency range is
strong, elsewhere is poor. This is the problem alluded to
before, where the frequency range of a perforated well could
be tuned over what was shown to be only about an octave.
This indicates that, in order to widen the frequency band, a
variable depth sequence is necessary to provide better cou-
pling over the whole frequency range of interest.

V. WIDEBAND ABSORBER

A. Theoretical discussions

From the investigations of Mechel4 and the authors,6 a
better absorber can be obtained by properly placing the reso-
nant frequencies across the whole frequency range of inter-
est, and applying a proper resistant layer on the top of the
structure. In Sec. IV, high absorption at low frequencies had
been obtained, however, the frequency bandwidth was nar-
row. Changing some wells with constant depth to variable
depth can solve this problem. At the higher frequency range,
optimizing the depth sequence of variable wells is sufficient
to obtain well-distributed resonant frequencies without per-
forated plates. Moreover, the use of perforated plates may
cause strong coupling as is shown in Fig. 4~b!, which makes
it difficult to get uniform high absorption. Consequently,
some variable depth wells with no perforated plates are used.
The above discussion shows that, by optimizing the positions
of perforated plates in the constant depth wells and the depth
sequence of variable depth wells, the well-tuned and well-
distributed resonant frequencies can be obtained. Great effort
is needed to balance the number of constant wells and the
number of variable wells in order to get better coupling at the
low frequency range as well as high frequency range.

Again, a resistive layer is necessary to smooth the peaks
and troughs seen in Fig. 4~a!. The resistivity of the resistive
layer must be chosen so that the well absorption is high over
a reasonable bandwidth, so that the absorption troughs be-
tween resonances are removed. Too large a resistivity value,
however, would lead to an overly damped system and the
peaks of absorption would be significantly lowered. This is
illustrated in Fig. 5, where three absorbers with different re-
sistive layers are compared. Each of these absorbers was
optimized numerically for best performance. It can be seen
that too little resistance~55 Rayls! leads to an uneven per-
formance, too much resistance~400 Rayls! leads to over
damping. 180 Rays performs best, and so is used.

The perforated plate’s parameters should be chosen care-
fully. As was seen in the previous paragraph, there is an
optimum range of resistance that a well should offer. Conse-
quently, overly small perforations should be avoided, other-
wise additional resistive losses in the perforations is likely to
detract from the performance.

FIG. 4. Comparison between the optimized structure with variable plate
position and absorber with plate fixed at the top,~a! absorption coefficient;
~b! normalized impedance.

FIG. 5. The effect of the resistivity of the resistive layer on the absorption
coefficient of optimized absorbers.
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The other parameters under the control of the designer
are the number of wells in a period, and the maximum depth
of a well. The maximum depth controls the lowest frequency
absorbed and was arbitrarily fixed at 10 cm for this study.
For the work that follows,N57 was chosen because it en-
ables direct comparison, both theoretically and experimen-
tally, with previous work. It will be shown later, however,
that the number of wells per period can be reduced.

The absorber and perforated plates having the same pa-
rameters as the preceding section has been optimized. The
number of constant wells with perforated plates is three,
which were in wells 1, 4, 7; the number of variable wells
without perforated plates is four; the resistant layer used has
resistance 180 Rayls. In the range by the optimization pro-
cess, the length of wells with perforated plates is fixed at 10
cm to guarantee a good performance at low frequencies; the
variable depth’s length is restricted to a maximum of 10 cm.
The performance is optimized up to 3 kHz. The theoretical
result is shown in Fig. 6 together with corresponding mea-
surement results. The depth sequence is shown in Table I.
Figure 6 also shows the comparison between the new struc-
ture and the optimized structure with the same parameters
without perforated plates. It clearly shows the high absorp-
tion is now achieved at lower frequencies.

The results above also provide some circumstantial evi-
dence as to why poorly constructed diffusers have high
absorption,5 with this high absorption occurring at low fre-
quencies below the design frequency. There is a suggestion
that this additional absorption must be due to coupling to air
cavities. Hence, this emphasizes the need for well sealed

constructions when trying to manufacture phase grating dif-
fusers with low absorption.

B. Experimental verifications

The tests are carried out in the impedance tube, the op-
timization is repeated to take into account of mirror images,
the resistance of the wire-mesh applied is 180 Rayls. The
perforated plate is the same as tested in Sec. II B. The opti-
mized structure is shown in Fig. 2.

Figure 6 also compares the prediction and the measure-
ment of the sample and good agreement was found. In addi-
tion, the perforated design is compared to an optimized con-
figuration without perforations, details of which are given in
Ref. 6. The addition of perforations enables the absorber to
start working at a frequency nearly an octave lower than
before. This demonstrates the usefulness of this new design
in gaining additional low frequency absorption.

C. Number of wells per period, N

A series of optimizations were carried to gain an under-
standing of the importance of the number of wells per period,
N, to the quality of absorption obtained. Rather surprisingly,
it was found that over the bandwidth being considered, up to
3 kHz, that an absorber based onN53 works almost as well
as one based onN57. Figure 7 compares the performance
for two optimized absorbers. Up to 3 kHz, the performance
is comparable, but at a higher frequency, the higherN num-
ber performs better. This happens because the density of
resonances is significantly less forN53 above 3 kHz when
compared toN57. ReducingN could be useful as it simpli-
fies the design and so may reduce manufacturing costs. Simi-

FIG. 6. Comparison of measurement and prediction for two types of ab-
sorber.

FIG. 7. Optimized absorbers for different number of wells per periodN.

TABLE I. Some well sequence depths used~cm!.

Sequence l n1 l n l n l n1 l n l n l n1

Optimized depth sequence 5.2 5.3 6.9 1 9.5 10 4.8

l n l n l n l n l n l n l n

Depths using new design technique, no perforations 10 4.9 3 6 4.2 7.6 3.7

l n1 l n l n1 l n l n l n1 l n1

Depths using new design technique, with perforations 10 4.8 3.9 8 6.8 1 7
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lar results were also found for absorbers without perfora-
tions. Incidentally, the choice of the correct value flow
resistivity for the resistive layer is even more important for
low N absorbers.

VI. SIMPLER DESIGN METHODOLOGY

In previous work, a numerical optimization procedure
was used to obtain the depth sequence used. This is a slow
and complex procedure. Consequently, a more straightfor-
ward design technique is desirable to practitioners. An anal-
ogy with Schroeder diffusers can be drawn. While it has been
long established that the quadratic residue sequence can be
bettered by optimization, for example, Ref. 11, the sequence
remains popular because of the ease of using a small number
of simple design equations.

A simple design procedure for the absorber will be out-
lined below, first the case of a profiled absorber with no
perforated sheets will be considered as it is simpler, and then
it will shown how this can be extended for the absorbers with
perforated sheets.

A. Profiled absorber, no perforated sheet

At a first approximation, neglecting viscous boundary
layer losses in the well, each well is a quarter wave resonator
with resonant frequencies given by

f 5
~2m11!c

4l n
, m50,1,2,3,... . ~12!

To maximize the absorption it is necessary to evenly space
these resonant frequencies over the design bandwidth avoid-
ing degenerate modes, i.e., modes with similar resonant fre-
quencies. This can be simply achieved by a trial and error
process using a calculation tool such as a spreadsheet. Once
the depths are determined, it is necessary to order them to
maximize the losses due to energy flow between the wells.
To achieve this, wells causing adjacent frequency reso-
nances, should not be physically next to each other. This can
be done quickly by hand. Table I shows an example depth
sequence formed using this procedure.

Figure 8 compares the performance of this design, to
one produced using an optimizer.6 The performance of the
absorber using the simpler design procedure is good. As

might be expected the optimization gives slightly better re-
sults, but that design involved considerably more computa-
tion and human effort. The resonance frequencies used dur-
ing the design are also marked. The drop at high frequencies,
.2.5 kHz, occurs due to lack of resonances in the region
above 3 kHz. To illustrate that the ordering of the wells is
important, the graph also shows the results when the wells
are stacked in ascending order. There is considerably less
absorption, demonstrating the importance of exploiting the
well coupling.

This procedure has similarities to a design approach for-
warded by Mechel.4 He suggested placing adjacent-in-
frequency resonant wells physically far apart to maximize
coupling. He also suggested using a more even density of
resonant modes by using a monotonically increasing well
depth, like a ‘‘reordered primitive root sequence.’’ This sys-
tem certainly improves on the quadratic residue sequence,
but is not optimum. It is possible to get a more even mode
density by a simple trial and error process than found with
the reordered primitive root sequence~a linearly increasing
depth sequence does not give even modal density!. Further-
more ordering the wells in monotonically increasing depth
does not maximize the spacing between adjacent resonant
modes. Consequently, the new procedure can be seen as a
better use and refinement of the principles laid down by
Mechel. It also produces better absorbers. The ‘‘reordered
primitive root sequence,’’ labeled ‘‘reordered PR,’’ is shown
in Fig. 8. The new procedure produces a better absorber.

B. Profiled absorber with perforated sheets

The design is a little more involved when using perfo-
rated sheets. The problem is that the resonance frequencies
of the compound wells cannot be predicted using a formula
as simple as Eq.~12!. Instead the resonances are located
from the imaginary part of well entrance impedance, Eq.~5!.
It is not possible to analytically solve Eq.~5! to gain the
resonant frequencies, but a simple numerical method quickly
yields the values.~Again, during the design an assumption
that the propagation number is not altered by viscous bound-
ary losses is made to simplify the equation.! Then the two
design principles are applied~i! the resonances are made as
evenly spaced in frequency as possible, and~ii ! the energy
flow between wells maximized by dispersing wells with
adjacent-in-frequency modes.

Figure 9 compares the new design methodology to the
optimized depths previously presented. The depth sequence
is given in Table I. As expected, the optimizer does slightly
better, but the simplified design procedure produces high ab-
sorption from less effort.

VII. CONCLUSIONS

The above study has shown the usefulness of perforated
sheets in the wells to achieve a more wide band absorption
from a profiled construction. The optimized constant depth
concept employing perforated plate can produce better ab-
sorption than the ordinary absorber with perforated plate
fixed at the top of the cavity. However, the frequency band is
still narrow. The new optimized structure combined variable

FIG. 8. Performance of four different absorbers without perforations. The
vertical lines indicate the location of the well resonances for the even spac-
ing design.
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depth sequence and perforated plates extends the absorption
to lower frequencies as well maintaining good mid frequency
absorption, and hence becomes a considerably better wide
band absorber. In addition, a design procedure, which is
more straightforward than numerical optimization, was out-
lined and shown to give high absorption designs.

Incidentally, this new design also does better than more
traditional Helmholtz designs, where the perforated sheet
and resistive material are at the well entrance. Optimizations
were carried out on a series of different Helmholtz absorbers
stacked next to each other, but the new design was better.
The extra degrees of freedom offered by having a variably
positioned perforated sheet in the well seems to be a key
ingredient to the good broad band absorption, and the mass

term in the traditional Helmholtz design causes problems in
achieving broad band absorption as the mass term narrows
the resonances. Consequently, an improved absorption struc-
ture has been produced and validated.
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A boundary element method is formulated in terms of time-averaged energy and intensity variables.
The approach is applicable to high modal density fields but is not restricted to the usual
low-absorption, diffuse, and quasiuniform assumptions. A broadband acoustic energy/intensity
source is the basic building block for the method. A directivity pattern for the source is derived to
account for local spatial correlation effects and to model specular reflections approximately. A
distribution of infinitesimal, uncorrelated, directional sources is used to model the boundaries of an
enclosure. These sources are discretized in terms of boundary elements. A system of equations
results from applying boundary conditions in terms of incident, reflected, and absorbed intensity.
The unknown source power for each element is determined from this system of equations. A
two-dimensional model problem is used to demonstrate and verify the method. Exact numerical
solutions were also obtained for this model problem. The results show that spatially varying
mean-square pressure levels are accurately predicted at very low computational cost. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1416201#

PACS numbers: 43.55.Ka, 43.55.Br@JDQ#

I. INTRODUCTION

The analysis of high-frequency broadband sound fields
is of interest in architectural acoustics and in the aircraft and
automotive industries, where interior noise prediction and
subsequent reduction are important. Numerical methods such
as finite element analysis~FEA! or boundary element meth-
ods~BEM! are often used, since the geometries involved are
not conducive to solution by purely analytical methods. Ap-
proximate high-frequency approaches include asymptotic
modal analysis1,2 and statistical energy analysis.3 In the work
to date, asymptotic modal analysis~AMA ! has relied on sim-
plifications, such as small damping and modal uncoupling.
However, AMA could be modified to include the dominant
effects of modal coupling, as described in Ref. 4. The statis-
tical energy analysis method is only valid for lightly damped
systems where diffuse field assumptions apply and requires
the assignment of coupling loss factors between subsystems,
which must be determined empirically. The presence of sig-
nificant levels of surface absorption makes numerical meth-
ods such as FEA or BEM more applicable.

Both traditional finite element and traditional boundary
element analyses must be performed on a frequency-by-
frequency basis. Therefore, for a broadband calculation
many successive FEA or BEM runs must be made at fixed
frequency over closely spaced frequencies in a band, and the
results combined. Another computationally expensive aspect
of the traditional FEA and BEM methods is that the discreti-
zation of the sound field~in the case of FEA! or boundary
~for BEM! must be done at a resolution of many elements
per wavelength. For high-frequency analyses, this level of
discretization leads to large systems of equations and large

computational cost. The textbooks by Zienkiewicz5 for FEA,
and Brebbia6 for BEM, are good references for these tradi-
tional numerical methods.

Alternative approaches for solving interior noise prob-
lems in the high-frequency domain have been developed.
Recent work using energy finite elements for solving
structural-acoustic problems has shown promising results,7–9

although an artificial resistive effect must be introduced to
relate intensity to energy gradient. In an earlier work, Miles10

formulated integral equations for a rectangular enclosure
with diffusely reflecting boundaries, using a model of Lam-
bertian reflection at the boundaries.

In this paper, a novel boundary element method is de-
scribed. The infinitesimal sound sources that make up an
individual element are considered to be broadband, uncorre-
lated high-frequency sources. Because of this construct, the
sound field can be determined by superposition of mean-
square pressures, and the intensity vectors associated with
incident and reflected energy from element to element can
easily be determined. Unlike classical methods, the element
size is large compared to the characteristic acoustic wave-
length. The source power associated with each element is
found by solving a system of equations that are the imposed
boundary conditions on intensity at the control point~node!
of each element.

The assumption that the individual infinitesimal sound
sources are uncorrelated is valid as long as the wavelengths
are short compared to the enclosure dimensions, the sound
field contains a range of frequencies, and the damping is not
too large. However, comparisons show that even when the
damping is fairly large~i.e., the uncorrelated assumption is
violated! the method still works quite well.
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II. BACKGROUND THEORETICAL DEVELOPMENT

It is insightful to try to recast the governing equations in
terms of energy and intensity variables. The linearized mass
conservation law is stated as

]r

]t
1ro“

W
•u¢50, ~1!

wherer is the acoustic density perturbation,ro is the ambi-
ent density, and uW is the velocity vector. Conservation of
momentum in linear form gives

ro

]u

]t
52“p, ~2!

wherep is the acoustic pressure perturbation. The instanta-
neous energy density and intensity are defined as

«5
1

2
rou21

1

2

p2

roc2 , ~3!

I5pu. ~4!

Multiplying Eq. ~1! by p and Eq.~2! by rou, assuming an
isentropic gas for whichp5rc2, adding the equations, and
regrouping the variables in terms of energy and intensity,
results in the well-known governing equation

]«

]t
1“•I50. ~5!

A second governing equation is obtained by multiplying Eq.
~1! by u and Eq.~2! by p/roc2, adding the equations, and
regrouping the variables

1

c2

]I

]t
1

1

2
ro@u~“•u!2~u•“ !u#1“«50. ~6!

Time-averaging the above governing equations

“•I50 ~7!

from Eq. ~5!, and from Eq.~6!

1
2 ro^u~“•u!2~u•“ !u&1“E50, ~8!

where E is the time-averaged energy density, andI is the
time-averaged intensity.

Referring to Eq.~8!, it can be shown that the time-
averaged quantitŷu(“•u)2(u•“)u& is identically zero for
a one-dimensional sound field, and is equal to zero for higher
dimensions if the waves are assumed to be uncorrelated,
broadband, random-incidence plane waves. Therefore, the
implication of these assumptions is that the gradient of time-
averaged energy density would equal zero. It follows that the
mean-square pressure must be constant in this sound field.
However, for actual enclosures with reflective and absorptive
surfaces, this is physically unrealistic. Therefore, either the
assumption that the waves are uncorrelated or that they are
plane waves must be abandoned.

Consider an enclosure with absorptive and reflective
boundaries that contains an acoustic source or sources. It is
possible to replicate the interior sound field by replacing the
enclosure boundaries with an equivalent continuous distribu-
tion of acoustic sources, as shown in Fig. 1. For a broadband

sound field, the distributed sources modeling the enclosure
boundary will be correlated only over a short spatial dis-
tance, typically less than a wavelength. These locally corre-
lated source regions will radiate spreading waves into the
enclosure. The spreading waves from different local regions
will be uncorrelated. This reasoning suggests that the appro-
priate physical model in the high-frequency limit involves a
distribution of uncorrelatedspreading wavesradiating from
the boundary location. When uncorrelated spreading waves
are used in Eq.~8!, the time-averaged term involving veloci-
ties does not vanish. Then, the gradient of energy, and thus
the spatial variation of mean-squre pressure, can be nonzero,
which is physically correct. Note that modeling spreading
waves with plane waves requires that the plane waves be
correlated. Thus, in the physical model the plane-wave as-
sumption is abandoned, and replaced by a distribution of
uncorrelatedsources forspreadingwaves emanating from
the location of the enclosure boundary.

A. Uncorrelated mean-square pressure field

The preceding notion of using uncorrelated spreading
waves will now be examined more closely by considering
oblique waves striking a surface of infinite extent. At high
frequencies, with very short wavelengths, this case can be
considered to model reflections locally from an actual sur-
face. In addition, a directivity function will be derived to
account for the local~within a wavelength! spatial correla-
tion.

Consider an oblique plane pressure wave of magnitude
Pi , having frequencyv and wave numberk5v/c, which is
incident upon a surface at an angleu. At any point in the
wave field above the surface~see Fig. 2!, the incident pres-
surepi is described by

FIG. 1. An enclosure with an interior sound source whose boundaries have
been replaced by acoustic sources.

FIG. 2. Incident and reflected pressure waves, a surface in the field at point
(x,y), and an infinitesimal segment of the boundary at point~x1,0! corre-
sponding to a source.
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pi5Pi~k,u!ei (vt2kx sin u2ky cosu). ~9!

There is also a reflected wave of amplitudePr , where

pr5Pr~k,u!ei (vt2kx sin u1ky cosu). ~10!

The magnitudes of the two waves are related by

Pr~k,u!5R~k,u!Pi~k,u!, ~11!

whereR(k,u) is a complex reflection coefficient. For an im-
pedance boundary, the complex reflection coefficient is

R~k,u!5uRueifR
zb~k!cosu2rc

zb~k!cosu1rc
. ~12!

The intensity reflection coefficient is given by

RI~k,u!5R~k,u!R* ~k,u!, ~13!

whereR* is the complex conjugate ofR. The pressure is the
sum of the incident and reflected pressures

pc5pi1pr5Pi~k,u!~eiky cosu1R~k,u!e2 iky cosu!

3ei (vt2kx sin u), ~14!

where the subscript ‘‘c’’ is used to mean the complete or
composite pressure. The mean-square pressure is

p̄c
25pcpc* /25 p̄i

21 p̄i
2RI1 p̄i

22uRucos~2ky cosu2wR!.
~15!

Now assume the oblique waves at each angle are broad-
band in a frequency bandv l,v,vu ; thus, kl,k,ku ,
where kl5kc2 Dk/2 and ku5kc1Dk/2, for the arithmetic
center frequencykc5(kl1ku)/2. Further, assume waves at
each angle are uncorrelated from waves at every other angle.
Interpreting p̄i

25 P̄i
2(k,u)dk du ~where P̄i

2 is a density of
mean-square pressure per angle and frequency!, the total
mean-square pressure at a point above the surface is

p̄tot
2 5E

2p/2

1p/2E
kl

ku
P̄i

2~k,u!@11RI~k,u!

12ARI~k,u! cos~2ky cosu2wR~k,u!!#dk du

5E
2p/2

1p/2

@11RI # P̄i
2ukc

Dk~11O@Dk/2kc#
2!du

1E
2p/2

1p/2E
kl

ku
P̄i

2~k,u!@2ARI~k,u! cos~2ky cosu

2wR~k,u!!#dk du, ~16!

where the slowly varying frequency-dependent terms have
been expanded in a Taylor series about the center frequency.

With increasing distance above the surface, the last
double integral of Eq.~16! vanishes rapidly and asymptoti-
cally, and is typically negligible fory>l. For values of y
beyond this region the mean-square pressure is uniform. For
values ofy nearer the surface, this term accounts for a math-
ematical boundary layer in which correlation between inci-
dent and reflected waves is important.11,12For instance, if the
reflecting surface is rigid, the incident and reflected waves
are in-phase at the wall, and the averaged mean-square pres-
sure doubles within this ‘‘intensification zone.’’ If the surface
is absorbing, the levels in the correlation layer may be even

lower than the uniform interior values. At high frequency, the
thickness of the correlation boundary layer is very small.

The reflected pressure is given by

p̄r
25E

2p/2

1p/2

RI~kc ,u!P̄i
2~kc ,u!Dk du. ~17!

Therefore, at locations beyond the correlation layer, the
mean-square pressures are uniform, and the incident and re-
flected pressures are uncorrelated. The total mean-square
pressure is the sum of the total incident and total reflected
mean-square pressures.

p̄total
2 5 p̄totalincident

2 1 p̄totalreflected

2 . ~18!

The reflected intensity components can be calculated in a
similarly straightforward manner beyond the correlation
boundary layer. For instance, the vertical component of time-
averaged reflected intensity is given by

I yref
5 jE

2p/2

1p/2

RI~kc ,u!cosu
P̄i

2~kc ,u!

roc
Dk du. ~19!

B. Mean-square pressure sources with directivity

Reconsider the preceding problem formulation and re-
place the absorbing wall with a distribution of acoustic
sources that produces the same reflected field. The normal
velocity at the wall associated with the reflected wave field is
given by

v r~x,0!eivt5
pr~x,0!

roc
cosu

5
R~k,u!Pi~k,u!

roc
cosuei (vt2kx sin u). ~20!

Knowing the normal velocity at the wall, the reflected pres-
sure field can be rewritten as an integral of the Green’s func-
tion over the vibrating 2D surface. In the present case, this
Green’s function is the two-dimensional free-field acoustic
monopole, namely

pG5
rockQ

4
H0

(2)~kr !eivt'
rockQ

2

ei (vt2kr2p/4)

A2pkr
, ~21!

whereQ is the volumetric source strength. The asymptotic
form for the Hankel function is appropriate whenr .l, typi-
cally beyond the correlation boundary layer. For a baffled
point source on the surface,dQ52v r(x1,0)dx1 , where the
factor of 2 accounts for the fact that the source distribution
radiates both above and below the surface. The pressure con-
tribution from a point on the surface is

dp5roc
kv r~x1,0!dx1

A2pkr1

ei (vt2kr12p/4), ~22!

wherer 15A(x2x1)21y2 is the distance from the source to
the point of evaluation (x,y); see Fig. 2.

The pressure due to contributions from the entire sur-
face, for one frequency and one incidence angle, is given by
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pr5E
2`

1` kR~k,u!Pi~k,u!cosu

A2pkr1

ei (vt2kr12kx1 sin u2p/4)dx1 ,

~23!

and the complex conjugate is

pr
!5E

2`

1` kR!~k,u!Pi
!~k,u!cosu

A2pkr2

3e2 i (vt2kr22kx2 sin u2p/4)dx2 , ~24!

wherer 25A(x2x2)21y2. The reflected mean-square pres-
sure at a single frequency and incidence angle is

p̄r
2~k,u!5

prpr
!

2

5E
2`

1`E
2`

1` kRI~k,u!uPi~k,u!u2 cos2 u

4pAr 1r 2

3eik(r 22r 11(x22x1)sin u)dx2 dx1 . ~25!

To obtain the total reflected mean-square pressure, the
above equation must be integrated over all incidence angles
and over the frequency band. The resulting multiple integra-
tion can be expressed as

p̄r
25E

2`

1` 1

2pr 1
F E

2`

1`S 122j
~x2x1!

r 1
2 1

j2

r 1
2D 2 1/4

3E
2p/2

1p/2E
kl

ku
kRI P̄i

2 cos2 ueik(r 22r 11j sin u)

3dk du djGdx1 , ~26!

where the variablej5x22x1 has been introduced. Outside
the correlation boundary layer, namely fory.l, the triple
integral in square brackets can be shown to take on a rela-
tively simple form dependent on (x2x1), y, and the prop-
erties of the productRI P̄i

2. The triple integrand is evaluated
in the following section by an indirect method. There is a
fairly simple and interesting physical interpretation of this
outcome, as explained below.

It will be demonstrated that the simplified integral based
on Eq.~26! can be expressed in the following form:

p̄r
25E

2`

1` 1

2pr 1
rocwD~f1!dx1 , ~27!

wherew is twice the reflected power per unit length of sur-
face~namely, twice the normal component of reflected inten-
sity of the surface! andD(f1) is a directivity function, with
anglef1 measured from the surface normal. The factor of 2
in power is due to the fact that half of the power radiates
above the surface and half radiates below the surface.

Essentially, the integrand Eq.~27! is an energy/intensity
source which can also be viewed as a type of Green’s func-
tion. A single source of power outputW would produce pres-
sure and intensity

p̄G
2 5

rocW

2pr
D~f!, ~28!

IG5
W

2pr
D~f!ef , ~29!

where the directivity must satisfy the constraint

E
2p

1p

D~f!df52p, ~30!

to conserve energy.
For an isolated 2D monopole of the form of Eq.~21!,

Eq. ~28! and ~29! would be the appropriate expressions for
the far-field mean-square pressure and time-averaged inten-
sity if D(f)51. However, when the sources are distributed
along the surface, the directivity function is not unity for two
reasons. First, there is a degree of local correlation~over
distances,l! between adjacent sources along the surface
that introduces a directivity effect. Second, energy does not
approach the surface uniformly from all directions, and the
reflection coefficient depends on angle, so the resulting
specularly reflected field has directional characteristics. The
directivity functionD(f) must be derived to account for all
these effects. This derivation is most easily done by the in-
direct approach of the next section, rather than by a direct
evaluation of the multiple integral in square brackets in Eq.
~26!. In any event, the important conclusion is as follows: a
reflecting surface in a high-frquency broadband sound field
can be modeled by a distribution of uncorrelated directional
energy/intensity sources on the surface.

C. Determination of the directivity function

The acoustic intensity into a surface oriented at an angle
c from the vertical, as shown in Fig. 2, will be calculated
two ways:~1! by adding the contribution of waves reflected
from the boundary at all angles, and~2! by assuming the
boundary is comprised of a continuous distribution of direc-
tional sources and summing the contributions from all
sources. These two resulting intensity integrations are then
compared, and the directivity function is deduced.

Following the development leading up to Eq.~19! and
referring to Fig. 2, the intensity normal to the surface atc-
orientation is given by

I c5E
2p/2

1p/2 RI~kc ,u!P̄i
2~kc ,u!Dk

roc
cos~c1u!du, ~31!

whereRI is the intensity reflection coefficient of the surface,
and the integration is over all incidence/reflection angles.

Referring to the development of Eqs.~27!, ~28!, and
~29!, and again to Fig. 2, the incremental intensity compo-
nent normal to thec-oriented surface from a source with
directivity D(f) is

dIc5
wdx1

2pr 1
D~f!er 1

•ec . ~32!

Integrating over all sources
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I c5E
2p/2

1p/2 w

2p

D~f!

cosf
cos~c2f!df, ~33!

where the geometrical relations: (x12x)5y tanf and
r 1 cosf5y have been used to change an integral over2`
,x1,` into an integral over2p/2,f,p/2.

By comparison, substituting2u for f in Eq. ~33!, and
eliminating the common terms between Eqs.~33! and ~31!

RI~kc ,u!P̄i
2~kc ,u!Dk

roc
5

w

2p

D~2u!

cosu
. ~34!

Therefore, the undetermined portion of the integrand in Eq.
~27! is found to be

rocwD~f1!52p cosf1RI~kc ,2f1!P̄i
2~kc ,2f1!Dk.

~35!

In this expression the presence of cos(f1) accounts for the
local correlation between sources; this factor is present even
when modeling reflections of a perfectly diffuse field from a
rigid surface. The remaining functions of angle are due to
specular reflection effects and due to the dependence of re-
flection coefficient on angle.

The functionRI(kc ,u) P̄i
2(kc ,u)Dk can be expanded in

a Fourier series, such that

RI~kc ,u!P̄i
2~kc ,u!Dk5(

n
@An cosnu1Bn sinnu#.

~36!

Substituting this result into Eq.~34!, and lettingu52f

rocw

2p
D~f!5cosf(

n
~An cosnf2Bn sinnf!. ~37!

In the implementation of the boundary element method de-
scribed later in the paper, only the first few terms of the
Fourier series are retained. The Fourier coefficients are esti-
mated from the normal and tangential components of inten-
sity falling on a control point~boundary element node!, as
will be explained later.

III. INTEGRAL EQUATIONS

A. Steady state

Consider a two-dimensional acoustic enclosure whose
boundary is described by the surfaceS. Physically, the
boundary may consist of some rigid surfaces and surfaces
that are flexible and/or absorptive. The sound field in the
interior is assumed to be high frequency~small wavelengths
relative to enclosure dimensions! and broadband.

To calculate the steady-state mean-square pressure lev-
els in the interior using the energy boundary element method,
the following formulation is employed. The enclosure
boundary is replaced by a continuous distribution of uncor-
related, broadband, infinitesimal energy/intensity sources of
strengthdW/dS ~power per length! and directivity D(u1)
which may vary along the boundary contour. A single infini-
tesimal source, located by the vectorr1 ~see Fig. 3! produces
an incremental intensitydI at a point on the boundary~lo-
cated byr s!, wheredI is given by

dI ~r s!5
~dW/dS! ~r1!D~u1!

2pur s2r1u
•

~r s2r1!

ur s2r1u
dS, ~38!

whereD(u1) is the directivity of the infinitesimal source in
the direction of the point at which the intensity is calculated,
anddS is an incremental surface area. The incident intensity
at the point of evaluation on the boundary is given by the
integral over all the incremental intensities that contribute at
that point.

I ~r s!5 R
S
dI ~r s!. ~39!

The intensity that isreflected from the point, IR(r s),
depends upon the absorptive properties of the boundary, and
can be written in terms of the oblique incidence intensity
reflection coefficient,RI(us) at that point, and the normal
component of intensity.~The tangential component of inten-
sity does not contribute to reflection back into the interior,
although it does play a role in determining the directivity
function.! The normal component of reflected intensity is
then given by

ns•IR~r s!5 R
S
RI~us!ns•dI ~r s!, ~40!

wherens(r s) is the unit normal into the enclosure from the
boundary at the pointr s . The incremental power that is emit-
ted from a point on the surface is equal to (dW/dS) (r s)dS.
In other words, the incremental intensity emitted from the
point located atr s is equal to (dW/dS) (r s).

The intensity emitted from the point on the boundary
must be equal to that reflected due to the incoming intensity
vectors interacting with the boundary. In addition to the in-
tensity contributed by the distribution of sources at the
boundary, interior broadband high-frequency sources must
also be taken into account. The intensity due to an internal
source located atr sourceis given by:

I source~r s!5
WsourceDsource~c1!

2pur s2r sourceu
•

~r s2r source!

ur s2r sourceu
, ~41!

where Dsource(c1) is the directivity associated with the
source in the direction ofc1 ~the angle made between the
source and the point of evaluation!.

Applying conservation of energy at the pointr s leads to
the boundary condition integral equation

FIG. 3. An acoustic enclosure described by a continuous distribution of
infinitesimal uncorrelated broadband sources of strengthdW/dS.
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dW

dS
~r s!5RI~cs!ns~r s!•I source~r s!1 R

S
RI~us!ns~r s!•dI ~r s!.

~42!

In the presence of multiple interior sources, the first term on
the right-hand side would be a summation over all sources.
The boundary is then discretized into boundary elements. In
the present approach, each element is assumed to have con-
stant strength,dW/dS. The discretized version of the above
boundary condition equation is applied at the control point
~midpoint! of each element, resulting in a system of equa-
tions for the unknown source strengths~dW/dS!.

To calculate the mean-square presssure at a point in the
interior ~located byr in Fig. 3!, the contribution of all bound-
ary infinitesimal sources plus that of the interior sources
must be added. Therefore, the mean-square pressure is given
by

p̄2~r !5 R
S
roc

dW

dS
~r1!

D~u!

2pur2r1u
dS

1 (
interior
sources

rocW~r s!
Ds~c!

2pur2r sourceu
. ~43!

B. Unsteady case

For the time-dependent problem, the above formulation
is modified. It is assumed that the time rate of change of
source strength is slow compared to both the characteristic
oscillation period and the characteristic transit time for
waves across the enclosure. The intensity contribution from
the time-dependent internal sourceWsource(t) to the point of
evaluation on the boundary is

I source~r s ,t !5

WsourceS t2
r̃

cDDsource~c1!

2pur s2r sourceu
•

~r s2r source!

ur s2r sourceu
,

~44!

wherer̃ is the distance from the source to the point of evalu-
ation on the surface, namely

r̃ 5ur s2r sourceu . ~45!

Expanding the function that describes the source in a Taylor
series about the pointr̃ 50

WsourceS t2
r̃

cD5WsourceS t2
r̃

cD U
r̃ 50

1
d

d~ t2 r̃ /c!
WsourceS t2

r̃

cD U
r̃ 50

3
]~ t2 r̃ /c!

] r̃
~ r̃ 20!1¯ . ~46!

AbbreviatingWsourceby Ws the above can be rewritten as

Ws~ t2 r̃ /c!'Ws~ t !1Ws8u r̃ 50~2 r̃ /c!. ~47!

Then, noting thatWs8u r̃ 505Ẇs(t), the time-dependent inten-
sity contribution from the source is

I source~r s ,t !'
Ws~ t !Dsource~c1!~r s2r source!

2p r̃ 2

2
1

c

Ẇs~ t !Dsource~c1!~r s2r source!

2p r̃
. ~48!

Similarly, the time-dependent intensity from the boundary
sources is

dI ~r s ,t !'
FdW

dS
~r1 ,t !2

ur s2r1u
c

dẆ

dS
~r1 ,t !GD~u1!

2pur s2r1u

•

~r s2r1!

ur s2r1u
dS. ~49!

The normal component of the intensity contributes to the
intensity reflected into the enclosure, and is calculated as
before using Eq.~40!. From conservation of energy at a point
on the boundary, the time-dependent boundary condition be-
comes the following integral equation:

dW

dS
~r s ,t !5RI~cs!

Ws~ t !Dsource~c1!~r s2r source!

2p r̃ 2
•ns~r s!

2RI~cs!
Ẇs~ t !Dsource~c1!~r s2r source!

2p r̃ c
•ns~r s!

1 R
S
RI~us!

dW

dS
~r1 ,t !D~u1!~r s2r1!

2pur s2r1u2

•ns~r s!dS2 R
S
RI~us!

3

dẆ

dS
~r1 ,t !D~u1!~r s2r1!

2pur s2r1uc
•ns~r s!dS. ~50!

This equation can be discretized over the boundary. The
equation is applied at the control point of each boundary
element, leading to a system of time-dependent equations,
for the time-varying source strengthsdW(t)/dS. Here, only
one interior source is represented in the equation. For mul-
tiple sources, the first two terms would be inside a summa-
tion over all interior sources.

To calculate the mean-square pressures in the unsteady
case, once the time-dependent source strengths are known, is
straightforward. The contributions from the sources are inte-
grated, as in the steady case, but a time shift must be in-
cluded. The mean-square pressure at a point in the interior is
given by
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p̄2~r ,t !5roc
Ws~r source,t !Dsource~c!

2pur2r sourceu

2roc
Ẇs~r source,t !Dsource~c!

2pur2r sourceuc

1 R
S
roc

dW

dS
~r1 ,t !

D~r1 ,u1!

2pur s2r1u
dS

2 R
S
roc

dẆ

dS
~r1 ,t !

D~r1 ,u1!

2pur s2r1uc
dS. ~51!

IV. DISCRETIZATION

A generic boundary element is shown in Fig. 4. A local
coordinate system~subscript lc! is defined on the element,
with its origin at the center of the element. The source power
per unit length of the element is given byw5WE / l E , since
constant strength elements have been used in the present
study.

Using the differential forms of Eqs.~28! and ~29!, and
integrating the contribution of the distributed sources, the
mean-square pressure and acoustic intensity at a point of
evaluation~alc ,blc! in the local coordinate system are given
by

p̄2~alc ,blc!5E
2 l E /2

1 l E /2 1

2pr 1

r0cWE

l E
D~f!dx1

5
r0cWE

2p l E
E

f lwr

fupr
D~f!sec~f!df, ~52!

I ~alc ,blc!5E
2 l E /2

1 l E /2 WE

2pr 1l E
D~f!er~f!dx1

5
WE

2p l E
S 2 î lcE

f lwr

fupr
D~f!tanf df

1 ĵ lcE
f lwr

fupr
D~f!df D , ~53!

where the lower and upper limits of integration correspond-
ing to the endpoints of the element are:

f lwr5arctanS S 2 l E

2
2alcD Y blcD ,

~54!

fupr5arctanS S l E

2
2alcD Y blcD .

The point of evaluation~alc ,blc! corresponds to a control
point ~node! of another boundary element or a point in the
interior of the enclosure. Equation~53! is used to calculate
intensity, from which the component normal to the receiving
element is determined and the amount reflected due to this
incoming intensity is calculated. This calculation is repeated
to account for every element’s intensity on every other ele-
ment.

To calculate the intensity at the control point~center! of
the element due to the distribution of sources along the ele-

ment, Eq.~53! is applied in the limit as~alc ,blc! approaches
the origin. The resulting normal intensity out of the element,
designatedI cp, is

I cp5
WE

2l E
ĵ lc . ~55!

Equations~53! and~55! are used in the discretized boundary
condition. In steady state, the discretized boundary condition
resulting from Eq.~42! is

ni•I cpi gc
52 (

j 51,j Þ i

m

~ni•I i , j gc!Ri , j~ z̄i ,u i , j !

2(
s51

ms

~ni•I i ,sgc!Ri ,s~ z̄i ,u i ,s!, ~56!

wherez̄i is the normalized acoustic inpedance and the nega-
tive signs account for the fact that the unit normals pointout
of the element where the boundary condition is applied, but
the intensity vectors pointinto the element at the control
point. The subscript gc is used to indicate that this condition
is applied in the global coordinate system rather than the
local ~lc! coordinate system. Equation~56! applies to thei th
element, and the summation over the indexs represents the
contribution of reflected intensity from thei th element due to
multiple sources that may be in the interior.

V. SPECULAR REFLECTIONS

Applying Eq. ~56!, the discretized boundary condition
equation at each control point yields a system of equations
for the unknown source strengths of each element. The di-
rectivity function is not known, but is initially assumed to
correspond to a single term in the Fourier series expansion
@Eq. ~37!#, i.e., a simple cosine~which accounts for the local
spatial correlation of neighboring sources!. The resulting sys-
tem of equations is solved at this order, and the elemental
source powers are determined.

Next, a higher-order form of the directivity function is
assumed@from Eq. ~37!# and the results of the previous cal-
culation are used to determine the unknown Fourier coeffi-
cients in terms of ratios of intensity components. Using this
higher-order directivity function, the system of equations is
redefined and elemental source powers are solved. This pro-

FIG. 4. A generic boundary element.
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cedure is repeated iteratively until the resulting elemental
source powers converge to within a percent~in practice, a
few iterations are needed!.

For the present numerical implementation, the higher-
order directivity function is assumed to have the truncated
form

D~f!5cosf@ f 01 f 1 cosf1 f 2 sinf#, ~57!

where the coefficientsf 0 , f 1 , and f 2 are to be determined
from properties of the previously computed sound field, and
thereby include some effects of specular reflection. Two
equations are determined from the ratios of normal to tan-
gential components of intensity~two tangential components!
and a third equation comes from applying conservation of
energy.

Conservation of energy dictates that

p5E
2p/2

p/2

D~f!df. ~58!

For the lowest-order directivity function, only one term
in Eq. ~55! is retained,D(f)5 f 0 cosf, and from Eq.~58!,
the lowest-order solution for directivity is therefore

D~f!5p/2 cosf. ~59!

To compute the normalj component of intensity, Eq.~19!
and Eq.~34! are used, such that

In5 j
w

2p E
2p/2

1p/2

D~f!df. ~60!

Invoking conservation of energy@Eq. ~58!#

I n5
w

2
. ~61!

The i ~tangential! component of intensity can be divided
into two halves, that from the right~2 f! and that from the
left ~1f!. These two components of tangential intensity, in
terms of the unknown directivity function, are

I tr52
w

2p E
2p/2

0

D~f!tanf df, ~62!

I tl52
w

2p E
0

1p/2

D~f!tanf df. ~63!

The ratiosI tl /I n and I tr /I n can be written in terms of the
unknown coefficientsf 0 , f 1 , and f 2 by substituting Eq.~57!
into Eqs.~62! and ~63! and dividing by Eq.~61!. From the
previous-order solution of the boundary element equations,
the source powers for each element are known and intensity
components at every control point can be determined. The
ratio of intensity components obtained from the previous-
order boundary element solution is then equated to the ratios
containing the unknown coefficients, resulting in two equa-
tions for the three unknowns. The third equation arises from
energy conservation and is Eq.~58!, written in terms of the
unknownsf 0 , f 1 , and f 2 . The resulting three-by-three sys-
tem of equations is

F 2 p/2 0

21 21/2 2p/4

1 1/2 2p/4
G H f 0

f 1

f 2

J 5H p
p~ I tl /I n!

p~ I tr /I n!
J , ~64!

where the ratios on the right-hand side are known from re-
sults of the previous iterative solution of the boundary ele-
ment equations.

The new directivity function is different for each ele-
ment and is based on the ratios of normal to tangential com-
ponents of intensity at the control point of the element. Note
that, if the right and left tangential components of intensity
are equal magnitude~and opposite sign, due to sign conven-
tion!, then thef 2 coefficient will be zero and there will be no
sine term in the directivity function. Similarly, if the normal
component of intensity is large compared to the tangential
components, the term involvingf 1 will be important.

Using the new directivity function for each element, the
boundary condition equation is again applied. New source
powers are obtained from the resulting system of equations,
and the process of determining new directivity functions is
repeated. This iterative scheme continues until the source
powers converge. Figure 5 shows the initial and final direc-
tivity patterns associated with each element for a typical
case. Initially, the sources have the same directivity pattern,
D(f)5 f o cosf, but are of different amplitude. After a few
iterations, the directivity function changes shape toD(f)
5cosf@f01f1 cosf1f2 sinf# to account for the specular re-
flections.

VI. MODEL PROBLEM

A two-dimensional model problem was used to demon-
strate the method and to verify the results. The model prob-
lem consisted of a rectangular enclosure with two opposing
absorptive walls and two opposing rigid walls, as shown in
Fig. 6. The enclosure dimensions were in a ratio of 2 to 7,
with the shorter walls being rigid. A dipole point source
~broadband, high frequency! was placed in the interior, at a
location approximately 1/3 of the vertical length (Lx), and
2/3 of the horizontal length (Ly) from the corner. The dipole
was oriented such that the null line was normal to the rigid

FIG. 5. Schematic showing source powers for each panel after the first
iteration ~top! versus the source powers after converging the solution, in-
cluding specular reflection effects~bottom!.
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walls. This orientation was chosen to eliminate the possibil-
ity of strong one-dimensional modes between parallel rigid
walls in this idealized configuration.

For verification of the energy boundary element method,
an exact solution of this problem was obtained. The exact
solution was found by solving the wave equation in the en-
closure in two unequal half-spaces that were divided along
the line containing the source. Hard-wall and absorptive wall
boundary conditions were applied, as well as matching con-
ditions along the common line between the two half-spaces
~accounting for a jump discontinuity in force at the dipole
point source location!. Accurate solutions involving the sum-
mation of thousands of modes were constructed at each fre-
quency, and the results for a bandwidth were found by sum-
ming results for thousands of frequencies. Obtaining these
‘‘exact’’ solutions was a very computationally intensive pro-
cess. In contrast, the boundary element results were obtained
with negligible computational cost~fractions of a second ver-
sus many hours!, a savings of many orders of magnitude.
The boundary element results converged with 52 elements
~20 in the Ly direction, and 6 in the Lx direction!.

The comparison plots show trajectories that run parallel
to the absorbing walls, for different amounts of absorption.
In the exact solution frequency is a variable, and so the exact
solution plots will be for different center frequencies using
one-third-octave bands. The center frequencies are presented
as dimensionless wave numbers, where the wave number has
been multiplied by the shorter room dimension (Lx). For the
white noise broadband power source used, the boundary el-
ement method is independent of frequency, but assumes that
the waves are at high frequency and broadband. Therefore,
for each trajectory~keeping absorption, point source loca-
tion, and other geometric properties fixed! there will be only
one boundary element curve. The exact solution results for
different frequencies are expected to collapse to the bound-
ary element result, if the frequencies are sufficiently high and
broadband.

VII. RESULTS

In Fig. 7, results are shown for a single trajectory,
x/Lx5 x̄50.2, for different levels of absorption on the ab-
sorbing walls. As mentioned earlier, the point dipole interior
source is located two-thirds of the way from a hard side wall
~on the left! and approximately one-third of the way down
from the upper~absorptive! wall. The trajectory is one-fifth
of the way up from the bottom absorbing wall. Four curves
are shown, corresponding to the different absorptivities
~given as 2D random incidence absorption coefficients!:

a rand50.250, a rand50.315, a rand50.374, a rand50.595,
where the least absorptive case corresponds to the highest
curve, and vice-versa.

The exact solution is represented by markers for differ-
ent center frequency wave numbers that have been normal-
ized by Lx . All results are for one-third-octave bands. The
exact solution markers correspond to spatial averages around
a point where eleven closely spaced data points are taken.
For example, the marker atx̄50.5 is a spatial average of
eleven points betweenx̄50.495 andx̄50.505. The spatially
averaged exact solution data points collapse independent of
center frequency because the mean-square pressure is nor-
malized with source power and the impedance is not fre-
quency dependent~as a convenience!. The agreement be-
tween this collapse and the boundary element prediction is
excellent. Other simulations for different trajectories and
source locations also show excellent agreement.

In Fig. 8, results are shown for the case where there are
two point dipoles in the interior. The two dipoles are equally

FIG. 6. A two-dimensional model problem with a dipole source in the
interior.

FIG. 7. Different x̄50.2 trajectories corresponding to different levels of
absorption ~a rand50.250, a rand50.315, a rand50.374, a rand50.595!. The
highest amplitude curve corresponds to the lowest amount of absorption.
The solid curve represents boundary element results. Individual markers
correspond to an exact solution.

FIG. 8. The trajectoryx̄50.2 for the case where two dipole sources are
present.
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spaced around the initial dipole location of two-thirds from
the left-side hard wall. Again, the exact solution markers are
showing collapse with frequency, as expected, and in general
there is good agreement between the boundary element
~solid curve! and the exact solution~markers!. However,
there is a noticeable failure at the centerline between the two
dipoles, due to the presumption on the part of the current
boundary element code that the interior sources are spatially
uncorrelated. This is obviously not the case as the trajectory
passes by the sources. The assumption of uncorrelated inte-
rior sources is not a fundamental limitation of the boundary
element theory, but rather a correctable shortcoming in the
code input description.

As a test of the frequency range applicability of the
boundary element method, this model problem’s results were
compared at lower center frequencies than shown in the pre-
vious plots. Percent errors were calculated at various loca-
tions in the interior, and for each case having a given center
frequency and absorptivity the average of these errors was
computed for all available interior points. At high frequen-
cies, average errors were less than 7% for all cases, including
a wide range of absorptivities. This residual error probably
arises from the following factors: the existence of some de-
gree of spatial correlation, especially the strong first reflec-
tions near the source; the presence of 1D modes which are
strongly correlated in one direction, and the fact that the
directivity function was truncated after three terms, leading
to an approximate treatment of specular reflection. Further-
more, average errors were less than 0.5 dB forkLx.100, and
less than 1.0 dB forkLx.40. Note that Lx is the shorter
enclosure dimension, so that the method was very accurate
even when this enclosure dimension was only about 6 wave-
lengths long, corresponding to fairly low frequencies in re-
alistic enclosures.

VIII. CONCLUSIONS

This work has shown that it is possible to replace the
boundary of an enclosure with a distribution of uncorrelated,
directional, energy/intensity sources and reproduce the high-
frequency, broadband interior sound field. The boundary el-
ement method using these special sources to represent the
surfaces of an enclosure has shown excellent agreement
when compared to an exact solution for a two-dimensional
rectangular enclosure. The boundary element results are ob-
tained at a very small fraction of the computational cost re-
quired by the exact solution.

Boundary elements are often used in the analysis of
structural vibration problems. For structural dynamics prob-
lems with properties similar to those presented in this paper
for an acoustic enclosure, it is believed that an energy-based
boundary element can be developed. Extension of the present
work to structural systems is a subject of future research.

Future work is underway to develop the three-
dimensional version of this method. Comparisons between
experiments for irregular geometries and predictions of the
boundary element method are also planned. An important
future research topic will be the theoretical development of
the method to include boundary sources associated with
high-frequency wall vibration and sound transmission
through enclosure boundaries.
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This article is an extension of the procedure to estimate errors in ray-tracing calculations of room
response proposed by Gineret al. @J. Acoust. Soc. Am.106, 816–823~1999!#. The previous article
presented an expression to estimate the error in computing the energy reaching a receptor during a
small time interval. This expression was obtained assuming that a pure ray-tracing program is used
and a Monte Carlo Technique is applied. In the present work these ideas are extended in order to
compute the objective acoustic parameters of a room. The corresponding equations are presented in
closed form. Our results show that the number of rays involved in the analysis depends on the nature
of the parameters to be evaluated. Some examples are shown in order to validate our conclusions.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1409373#

PACS numbers: 43.55.Ka, 43.55.Br@JDQ#

I. COMPUTATIONAL METHODS OF SIMULATION

This paper is mainly focused on the characterization of
an estimator of the confidence on computing the objective
acoustic parameters obtained with a pure ray-tracing tech-
nique.

The computational cost of the ray-tracing method is pro-
portional to the number of rays and to the maximum simu-
lation time. Because the number of rays are chosen so that
the surface of a sphere, whose radius is proportional to the
elapsed time, can be correctly sampled, we can establish that
the computational cost grows with the third power of time.
According to our experience, the analysis of a theater, with
364 active surfaces and 500 ms for the impulse response
using 106 rays, can be carried out in about 2 h using a 400
MHz PC.

The principal disadvantage of the ray-tracing method is
that the accuracy of the obtained results depends strongly on
the number of rays used in the calculations. In a previous
paper, Gineret al.,1 we developed an expression, Eq.~1!, to
estimate the error in computing the sound energy reaching a
receptor during a small time interval.

In Sec. II, we will show how to obtain an estimator of
the confidence in the computed objective parameters.

II. THE CREDIBILITY OF THE OBJECTIVE ACOUSTIC
PARAMETERS WITHIN A PURE RAY-TRACING
PROGRAM

When we use the Monte Carlo Method we can guarantee
that the standard deviation of our numerical experiments can

be related with the error. Of course, we are not interested in
running the same problem 1000 times but in obtaining an
estimate of the standard deviation by running just one prob-
lem. The Monte Carlo Method establishes that it can be done
if the number of rays is big enough. It must be noticed that
when we run 1000 problems we can obtain 1000 different
estimates. We can be confident that by using a big number of
rays the standard deviation of the estimates will be lower.

We have established1 that the error in computing the
power reaching a receptor during a small time intervalDt
can be estimated from the variance ofPk8 , Var(Pk8):

Var~Pk8!5(
i 51

Nk

pi ,k
2 2

1

N S (
i 51

Nk

pi ,kD 2

, ~1!

where N is the number of rays in the simulation,Nk the
number of rays that impacts the receptor during thekth time
interval ~k51,2,...,K, whereK is the total number of histo-
gram intervals considered!.

Pk8 is the power value of a sound decay curve in thekth
histogram interval:

Pk85(
i 51

Nk

pi ,k ~2!

and pi ,k is the power of thei th ray (i 51,2,...,Nk) arriving
during that interval. As N→`, the error diminishes,
Var(Pk8)→0, and the mean value converges to its expectation
value,Pk8→Pk .

The relative error ofPk8 can be computed as the square
root of Eq.~1! times Eq.~2!:

RelError~Pk8!5A ( i 51
Nk pi ,k

2

~( i 51
Nk pi ,k!

22
1

N
. ~3!

a!Electronic mail: jginer@ull.es
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If we assume that a large number of rays is used, absorption
over the walls is uniform, and rays have approximately the
same mean path, Eq.~3! can be further simplified to

RelError~Pk8!5A1/Nk2 1/N. ~4!

In a given time interval, the fractionNk /N must equal
the relationship between the total area of the receptor images
and the surface of the corresponding sphere of radiusct:

Nk

N
5~4pc3t2Dt/V! ~pr d

2/4p~ct!2!. ~5!

The first parentheses in Eq.~5! represents the growth of the
number of images in a time intervalDt ~see Ref. 2!. r d is the
receptor radius. Replacing Eq.~5! in Eq. ~4! and assuming
that 1/N is a small number, we can recover the general ex-
pression developed by Vorlander3,4 @the expression at the
right in Eq. ~6!#:

RelError~Pk8!5A V

Npr d
2cDt

2
1

N
>A V

Npr d
2cDt

. ~6!

Then, under the assumptions of statistical acoustics, Eq.~6!
can be used as ana priori error estimation. In other circum-
stances, our analysis is valid for any receptor within the
room, and we can obtain the confidence of the results as a
function of the receptor position after a computer run.

However, when extending the previous equation to cope
with the confidence on computing the objective parameters
like the SPL or the definitionD we must face many prob-
lems.

First, the error in computing the objective acoustic pa-
rameters is not the same as computing the error of the power
reaching a receptor during a small time interval. The calcu-
lation of the integral acoustic parameters, just as the level of
sound pressure SPL or the definition parameterD, requires
the determination of the incident energy within a time inter-
val, normally bigger than the integration time. For example,
to evaluate the SPL we need to know all the energy reaching
a given receptor without distinguishing the arrival time. For
the definitionD we need to know the incidental energy dur-
ing the first 50 ms, without any need to fraction this period in
subintervalsDt.

Then, for computing time integrals there is no point in
showing the dependence of the acoustic parameters with the
time of integrationDt. Of course, their values can be ob-
tained as a sum of the corresponding intensity values for
eachDt, but then, the error sum is irrelevant.

It must be emphasized that our error measure, Eq.~1!,
produces lower errors for increasing values ofDt. The ratio-
nale behind this is that for a given experiment, during a small
time interval, a ray can reach the receptor or not, resulting in
a big uncertainty or error. For a big time interval the energy
reaching the receptor will be almost independent of the par-
ticular numerical experiment, providing a low error estimate.

III. THE RAYS HITTING A RECEPTOR DURING A BIG
TIME INTERVAL

In order to explain our ideas we will work with the
source image space, Fig. 1. In this space, we have a lot of

sources emitting rays to our receptor which is fixed in space.
During a long periodDT all the source images enclosed in a
sphere of radiuscDT will emit rays with a possibility to
reach our receptor. Let us assume that from each source de-
parts the same amountN of rays, being an exact image of the
original ones. We must notice the following:

~1! If the room is ergodic we can say that from the receptor
point of view each ray emitted from the image source is
exploring a new direction.

~2! From all the rays departing from a given source image,
only the ones reentering the source room through the
corresponding image surface can hit or not hit our recep-
tor. All other rays departing from the same source image
cannot reenter into the room and, thus, they cannot be
considered an independent event with the same hitting
probabilities as the others. Consequently, only a fraction
of the rays departing from the source images can be ac-
counted for as independent events.

~3! If we consider an average room lengthl m during the time
dT5 l m /c the average number of rays, emitted from all
the source images, that can be counted as independent
events isN.

Then, during a periodDT the total number of indepen-
dent events is, on average,

Nf5
DT

dT
N, ~7!

a parameter which is well known in the literature as the
number of flightsand that can be easily computed with a
suitable ray-tracing software.

Under these assumptions we can extend expression~1!
to compute the variance of the power~Joules/s! reaching a
given receptor during a timeDT. For this ‘‘big’’ experiment
we must consider that the total number of independent rays
is not N but Nf . Calling NDT the total number of rays that
impact the receptor duringDT, the sample variance
Var(PDT8 ) of the function duringDT is

Var~PDT8 !5(
i 51

NDT

pi
22

1

Nf
S (

i 51

NDT

pi D 2

. ~8!

FIG. 1. Source image space. The gray zone shows the sector of the source
image that can be considered to emit rays which are ‘‘independent events.’’
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This expression allows the evaluation of the error or indeter-
mination of our estimations as a function of the number of
rays used in the analysis.

IV. THE ERROR IN THE PARAMETERS TOTAL
ENERGY DENSITY, SPL, AND D

When a pure ray-tracing program is used, the impulse
source is discretized with an initial set ofN rays. WhenN
→`, the theoretical total power,P02` , that reaches the re-
ceptor is

P02`5 lim
N→`

(
i 51

NDT

pi . ~9!

The ray-tracing estimation ofP02` is

P02`8 5(
i 51

NDT

pi , ~10!

extending the sum to all the flights intercepted by the recep-
tor. For DT we generally take the maximum value that can
be reasonably handled by the usual computational facilities,
typically 1 or 2 s.

The total energy density~J/m3! at the receptor can be
computed5 as

E02`8 5
P02`8

Arc
, ~11!

whereAr is the receptor area andc is the sound velocity.
In the frame of the Monte Carlo method, we can estab-

lish a good estimation of the absolute error associated at the
ray-tracing prediction of the total energy density:

AbsErr~E02`8 !5s~E02`8 ![AVar~E02`8 !, ~12!

as it has been defined in Eq.~8!. Therefore, we have an
estimation of the prediction:

E02`5E02`8 6AbsErr~E02`8 !. ~13!

The relative standard error of the total energy density
will be

RelErr~E02`8 ![
AbsErr~E02`8 !

E02`8
. ~14!

The relative error in the ray-tracing estimation6 of parameter
SPL, denoted by RelErr(SPL8) and measured in dB, can be
calculated following Kullowsky:6

RelErr~SPL8!510 log
E02`8 1s~E02`8 !

E0

210 log
E02`8 2s~E02`8 !

E0

510 log
E2`8 1s~E02`8 !

E02`8 2s~E02`8 !
. ~15!

To evaluate the error in the estimation of the definition
parameter, defined asD8,

D85
E0 – 50 ms8

E02`8
, ~16!

we need to know the absolute error of the first 50 ms of
impulsive response, AbsErr(E0 – 50 ms8 ):

AbsErr~E0 – 50 ms8 !5AVar~E0 – 50 ms8 ! ~17!

and the corresponding relative error:

RelErr~E0 – 50 ms8 !5
AbsErr~E0 – 50 ms8 !

E0 – 50 ms8
. ~18!

Being a quotient, the definition parameter will have a
relative standard error given by the sum of the relative errors
of numerator and denominator:

RelErr~D8!5RelErr~E0 – 50 ms8 !1RelErr~E02`8 !. ~19!

In Eq. ~19!, RelErr(E02`8 ) is the relative standard error of all
the energy measured. It is evident that the relative standard
error in computing the quotientD8 will always be bigger
than the one to compute the total energy density.

The absolute standard error ofD8 will be

AbsErr~D8!5D8@RelErr~E0 – 50 ms8 !1RelErr~E02`8 !#.
~20!

V. EXPERIMENTAL VALIDATION

To prove the validity of the theoretical results presented
in this paper, we have analyzed, for a particular case, the
statistical distribution of the parametersD8, E02`8 , and
SPL8.

The analysis has been carried out in a rectangular room
of dimensions 27.5341.2334.4 m. The source is placed at
the point ~10.3, 34.4, 13.7! m and the receiver at the point
~17.2, 3.4, 20.6! m. The absorption coefficient for all the
walls is equal toa50.19. This specific room was studied,
using deterministic methods~source image method!, by Kris-
tiansenet al.7 The computed definition parameter obtained in
the receiver isD515.0%.

We have implemented here a simulation program based
in a pure ray-tracing method. The source is isotropic and the
emerging rays are selected using a uniform random proce-
dure. For the reflections we have used the specular model, so
that the results would be comparable with those obtained
with the images method. The selected receptor was of spheri-
cal type with a radius of 0.75 m.

It can be seen in Fig. 2 that the ray-tracing model con-

FIG. 2. Convergence of the definition parameterD8.
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verges to the same result of the source image method when
we increase the number of rays~N!.

However, the most important feature of the theory ex-
posed here is that with only one execution we can approxi-
mate the certainty of our computations. Let us show this
through the following numerical experiment. We run 500 ex-
ecutions withN525 000 rays and a time limitt f52 seg. The
sound source is random and isotropic and we take special
care that each run uses a different set of rays. The results are
presented in Table I. For each run we evaluateD8, E02`8 ,
and SPL8 and its average over the 500 samples~first col-
umn!. Then we computed the standard deviation of the 500
values~second column!. In the third column, we present the
average of the 500 predicted error values, calculated with
Eqs.~20!, ~12!, and~15!.

The computed definition parameterD8 takes the average
value 15.0%, the same as the theoretical value. The 500 ob-
tained values are distributed about the average value with an
experimental standard deviation of63.1%. The theoretical
deviations obtained with Eq.~20! were different for each
execution, because it is only an estimator, but the corre-
sponding values are distributed with a very low dispersion.
The average of the 500 predicted standard deviations took
the value 4.6%.

Figure 3 shows that the computed values ofD8 follow a
normal distribution, as expected.

The results obtained for the total energy densityE02`8
and SPL8 are similar. The 500 values are distributed about an
average of 6.531026 J/m3 ~corresponding to SPL8
593.4 dB!. The observed standard deviation of these values

is 64.131027 J/m3 @RelErr(SPL8)50.6 dB#, and the aver-
age of the 500 theoretical deviations predicted with Eqs.~12!
and ~15! are the same64.131027 J/m3 @RelErr(SPL8)
50.6 dB#.

In Fig. 4 we can see the distribution of the computed
values forE02`8 . These values follow a normal distribution
and its standard deviation is low compared with that obtained
for D8, Fig. 3.

We must emphasize the difference of relative errors ex-
isting between both parameters. While the experimental rela-
tive error of the computed definition coefficientD8 is
RelErr(D8)53.1/15.03100'20%, the experimental rela-
tive error of the total energy densityE02`8 is only
RelErr(E02`8 )56.531026/4.1310273100'6%. The defi-
nition parameter is a quotient and, therefore, its relative error
is the sum of relative errors of numerator and denominator.
The denominator relative error coincides with the relative
error of the total energy density. The remaining 14% come
from the corresponding relative error in computing the en-
ergy of the early part of the impulse response. Therefore, in
order to gain confidence in parameters likeD, C50, C80,
etc., we need to use a bigger number of rays than that needed
for the total energy density or the SPL.

The above-mentioned numerical experiment has been
repeated forN5400 000 rays, but now limiting the number
of executions to 30. For this number of rays, the error pre-
dicted by Eqs.~20!, ~12!, and~15! are in accordance with the
experimental error. The statistics are presented in Table II.

FIG. 3. Statistical distribution of the experimental definition parameterD8
~%!. 500 runs.

FIG. 4. Statistical distribution of the experimental total energy density
E02`8 (J/m3). 500 runs.

TABLE I. Statistics of the parametersD8, E02`8 , and SPL8. 500 executions
of N525 000 rays.

Average
~experimental!

Standard
deviation

~experimental!

Average of the predicted
standard deviation

@from Eqs.
~20!, ~12! and ~15!#

D8 ~%! 15.0 63.1 64.6
E02`8 ~J/m3! 6.531026 64.131027 64.131027

SPL8 ~dB! 93.4 60.6 60.6

TABLE II. Statistics of the parametersD8, E02`8 , and SPL8. 30 executions
of N5400 000 rays.

Average
~experimental!

Standard
deviation

~experimental!

Average of the predicted
standard deviation

@from Eqs.
~20!, ~12! and ~15!#

D8 ~%! 15.1 61.0 61.1
E02`8 ~J/m3! 6.531026 61.231027 61.231027

SPL8 ~dB! 93.4 60.2 60.2
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The estimated definition parameterD8 takes the average
value 15.1%, with a standard deviation61.0%. In fact, 20 of
the 30 obtained values~approximately 68%! are found
within the standard deviation interval. The average of the 30
theoretical deviations obtained with Eq.~20! is practically
equal to the experimental value,61.1%. The same can be
said aboutE02`8 or SPL8.

The difference between using 25 000 rays or a quantity
16 times greater, 400 000 rays, is that the expected error
should decrease in an approximate factor 4, as we expected
by statistical Eq.~6!. If the relative error of the definition
parameter was 20%, now it is approximately 4 times smaller,
i.e., 6%. If the relative error ofE02`8 was 6%, with 400 000
rays this error is less than 2%. Then, after a run we can have
an approximate idea of how many rays we need to improve
the quality of our results up to a given level. We can stop our
program after a big number of rays have been launched and
decide on whether to stop the run or continue.

VI. THE INFLUENCE OF THE AVERAGE ABSORPTION
COEFFICIENT ON THE ESTIMATION ERROR OF
THE INTEGRAL ACOUSTIC PARAMETERS

Finally, the effect of the average absorption coefficient
on the calculation of these integral expressions has been ana-
lyzed.

As a rule, increasing the average absorption coefficient
of the room will increase the spatial and time variance of the
energy distribution. To cope with this, we need more rays in
order to decrease the error in computing the objective acous-
tic parameters. In order to confirm the assertion we have run
the same rectangular room described in Sec. V, but now us-
ing N5100 000 rays. The source and the receptor remained
in the same position. The parameters SPL8 and D8 were

evaluated for three different absorption coefficientsa
50.25, a50.50, anda50.90. The results are presented in
Table III. The relative errors appear in brackets.

To increase the average absorption coefficient of the
room means to increase the relative error of our estimations.
This result is of great importance. It means that impulsive
answers with a fast decay need to be computed using a big
number of rays.

VII. CONCLUSIONS

With the use of Eqs.~12!, ~15!, and~20! an estimation of
the principal objective parameters and their precision can be
computed. Within the pure ray-tracing technique, it has been
demonstrated that it is possible to determine the confidence
and credibility of the results. Moreover, we can have an es-
timation on how many rays are needed to reach a given con-
fidence level.

For instance, for 25 000 rays, the values of the computed
parameterE02`8 present a relative deviation of 7%, and those
of D8 a relative deviation of the 20%. These relative devia-
tions descend to 2% and 6%, respectively, when 400 000 rays
are used. This is not surprising because it is a common prop-
erty of the Monte Carlo method. What is actually important
is that we can predict quite well the experimental values of
the deviation. This allows us to conclude that the starting
hypotheses are not in disagreement with the observed facts.
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This article reports the results of a series of measurements of the sound transmission loss of exterior
wood stud walls. The measurements were made using standard laboratory procedures in which the
walls were built between two reverberation chambers. The outdoor–indoor transmission class is
used to rate the relative effectiveness of the various constructions. The measurement results are used
to illustrate the influence of key parameters of the constructions on measured sound transmission
loss values and to give guidance for future designs. The overall sound insulation of these wood stud
walls, to typical outdoor noises, is shown to be limited by two types of low-frequency resonances.
An understanding of these low-frequency limitations can most effectively lead to superior sound
insulation in similar wood stud walls. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1416200#

PACS numbers: 43.55.Rg, 43.55.Nd@JDQ#

I. INTRODUCTION

In North America, homes are commonly built with wood
stud exterior walls, which are often required to be effective
barriers to outdoor noises such as those from aircraft and
road traffic. Improved sound insulation of homes is fre-
quently the only practical means of reducing the impact of
aircraft and other outdoor noises. However, the scarcity of
published measurements concerning the sound transmission
loss of modern exterior wall constructions has made it diffi-
cult to design cost-effective solutions to sound insulation
problems. Modern energy conservation requirements have
led to more air tight and thicker walls with more thermal
insulation than in older constructions. Existing data could
only be found for older styles of construction and almost
always exclude the important lower frequency bands.1

This article presents analyses of the measurements of the
sound transmission loss of a series of exterior wood stud
walls. The walls are representative of contemporary con-
structions used in climates where significant thermal insula-
tion is required. The measurements included important low-
frequency bands to make it possible to correctly characterize
the overall effectiveness of the walls when exposed to typical
outdoor sounds.

This work is part of a larger project to measure the
sound transmission loss of various exterior building facade
components and to develop a computer-based procedure for
the design of the sound insulation of buildings exposed to
aircraft noise. The sound transmission loss of over 100 con-
structions has been measured in standard laboratory tests.2

These have included various roof constructions and windows
as well as 41 wood stud walls. A report with the complete
data has been published.3 The current article focuses on the
influence of key construction parameters, of the 41 wood
stud walls, on the resulting sound transmission loss values.

The laboratory measurements were obtained for ideal
conditions in which sound is incident on the test walls more

or less equally from all directions. When an aircraft flies by
a building, the sound is incident from a more limited range
of angles. Because of the directional properties of aircraft
noise radiation and the varying position of the aircraft, the
incident sound energy also varies with angle of incidence to
the exposed building facade.4 As a result it is expected that
sound insulation measured in the field with aircraft as the
noise source will differ from measurements of the same con-
structions in the laboratory. However, it was felt that the
sound insulation of building facade elements could be most
accurately characterized in standard laboratory tests and that
corrections could later be derived to better approximate the
differences that occur in the field. These corrections will later
be obtained from work that includes measurements of the
sound insulation of a simple test structure and actual houses
exposed to real aircraft flyovers. The current article considers
only the laboratory measurements.

The new laboratory data are used in this article to illus-
trate the effects of varied: surface mass, stud size, stud spac-
ing, structural breaks, and cavity thermal insulation on the
sound transmission loss of exterior walls. The influence of
these parameters is shown directly for a number of construc-
tions and the trends from these results provide more general
guidance for achieving improved sound insulation in other
wood stud walls. The new results also add to our understand-
ing of the importance of low-frequency resonances that typi-
cally limit the overall sound insulation of exterior wood stud
walls.

In addition to the sound transmission loss values mea-
sured as a function of13 octave band frequency, the overall
sound insulation of each wall was rated in terms of the
outdoor–indoor transmission class~OITC!.5 The OITC rat-
ing provides a simple means of rank ordering the effective-
ness of the various walls and is a measure of the overall
A-weighted level reduction for the wall using a standard
source spectrum said to be representative of typical outdoor
noises. It is not appropriate to use the STC~sound transmis-a!Electronic mail: john.bradley@nrc.ca
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sion class6! for exterior walls exposed to sounds with signifi-
cant low-frequency sound energy.

II. MEASUREMENT AND CONSTRUCTION DETAILS

The sound transmission loss tests were carried out fol-
lowing the ASTM E90 procedure2 according to which the
walls are constructed between two reverberation chambers.
For the current tests the two reverberation chambers had vol-
umes of 250 and 138 m3. Walls were constructed in a mas-
sive test frame that was positioned between the two cham-
bers and in which walls were constructed measuring 2.44 m
high ~8 ft.! by 3.66 m long~12 ft.! The test frame rolls into
place on heavy steel tracks and is sealed into place between
the two chambers with pneumatic seals as well as with foam
seals and metal adhesive tape. Both chambers contain diffus-
ing panels to increase the randomization of sound reflections.

The actual test procedure exceeded the requirements of
the ASTM E90 standard in several ways. Until recently the
standard has required measurements to be made only in the
1
3 octave bands from 125 to 4000 Hz, but in this work mea-
surements were reported for the1

3 octave bands from 50 to
5000 Hz. The additional lower frequency measurements are
particularly important because typical outdoor sound sources
such as aircraft noise contain significant low-frequency
sound energy. Although there are larger uncertainties associ-
ated with the lower frequency measurements, including these
lower frequency measurements led to an improved under-
standing of the important low-frequency transmission loss of
wood stud walls. In the laboratory measurements, sound lev-
els were measured at nine independent locations in the
source and the receiving reverberation chambers. Similarly,
reverberation times were measured from the ensemble aver-
age of ten decays at the same nine independent microphone
positions in the receiving chamber. The tests were repeated
for both directions of propagation through the test partitions
and the results presented here are the averages of the two
tests.

Most walls were constructed as variations of a base wall.
The base wall consisted of 38-mm by 140-mm wood studs
with a 406-mm stud spacing. These have traditionally been
referred to as 2 by 6 studs but here are described as 140-mm
studs. The base wall included vinyl siding directly attached
to 11-mm oriented strand board~OSB! sheathing as the outer
surface and 13-mm gypsum board as the internal surface.
Both the OSB and the gypsum board were screwed to the
wood studs. The details of the screw spacings were those
recommended by the National Building Code of Canada. The
stud cavity was filled with glass fiber thermal insulation. Ex-
cept for specific additions and variations, all walls were con-
structed of these same materials.

Table I includes the surface densities of the various ma-
terials. Except where otherwise noted, all of the walls had
vinyl siding on the exterior face and included a polyethylene
vapor barrier immediately under the interior gypsum board.
Only 13-mm-thick regular gypsum board and 11-mm-thick
OSB sheathing were used.

To correctly interpret the significance of small differ-
ences between test results, it is important to known how
accurately transmission loss measurements can be repeated

on rebuilding the particular construction. Repeated measure-
ments of the base wall construction give some indication of
the expected repeatability of these measurements in terms of
individual 1

3-octave band results as well as in terms of OITC
values. When the test frame was removed and repositioned
with exactly the same construction,1

3-octave band transmis-
sion loss values repeated within less than60.2 dB at all
frequencies . Rebuilding the wall led to small differences that
fluctuate with frequency. When rebuilding with the same ma-
terials, 1

3-octave band transmission loss values changed by up
to about 1 dB with a rms~root mean square! difference over
all frequencies of 0.5 dB. When the wall was rebuilt with
new materials the maximum change was about 2 dB and the
rms difference 1 dB. In terms of OITC values, rebuilding
with the same material led to a change of 0.3 and rebuilding
with new materials led to a change of 0.7. Thus one cannot
confidently identify the cause of small changes of less than
about 0.7 in OITC values. In spite of this uncertainty, smaller
changes are probably meaningful when only parts of the con-
struction have been changed such as the addition of a second
layer of gypsum board. Some changes are also more likely to
be meaningful when they are observed to occur consistently
over a range of frequencies.

III. BASIC PRINCIPLES

Many of the walls were variations from a base wall,
described in Sec. II, and exhibit a number of common char-
acteristics. Figure 1 illustrates the measured sound transmis-
sion loss measurements for the base wall and also for a sec-
ond wall that includes a double layer of 13-mm gypsum
board attached via resilient channels. That is, the single layer
of gypsum board on the base wall was replaced with a
double layer attached via screws to the resilient channels.
These two walls illustrate the basic phenomena that influence
the sound insulation of the various wood stud walls. The
results quite obviously show the advantage of using resilient
channels to create a structural break between the two outer
surfaces. The wall with resilient channels has much superior
sound transmission loss at higher frequencies. However, at
very low frequencies, where the sound transmission loss is
lowest, both walls have quite similar sound transmission loss
values.

TABLE I. Surface densities of the various materials used in these test walls.

Material and thickness Surface density~kg/m2)

Acrylic stucco~EIF!, 6 mm 10.2
Aluminum siding, 0.6 mm 0.4
Brick, 89 mm 132.0
Cellulose~blown in!, 140 mm 8.0
Cement stucco, 9.5 mm 15.6
Glass fiber batts, 152 mma 1.4
Gypsum board, 13 mm~regular! 8.1
Mineral fiber, 140 mm 5.6
Oriented strand board~OSB!, 11 mm 6.9
Polystyrene, 25 mm 0.6
Rigid glass fiber board, 25 mm 1.3
Vinyl siding, 1 mm 0.4
Wood fiber board, 13 mm 3.5

aCompressed to fit into 140-mm stud space.
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The sound transmission loss curves in Fig. 1 include
several dips that limit the overall sound insulation. Both
curves include a dip at about 2.5 to 3.1 kHz. This is the
well-known coincidence dip of the gypsum board and OSB
panels that occurs when there is a coincidence between the
velocity of bending waves in the panels and the incident
sound.7

The lower frequency dips in the Fig. 1 results and later
results will be explained mostly in terms of the results of
work by Lin and Garrelick.8 Their work does not seem to be
widely known but does appear to explain the most important
low-frequency features of sound transmission through these
wood stud walls. At low frequencies the base wall includes a
dip at about 125 Hz. This has not been clearly evident in
many previous tests because the ASTM standard2 did not
previously require measurements below 125 Hz. The work of
Lin and Garrelick would indicate that this is the primary
structural resonance of the ribbed panel system formed by
the stud wall and the rigidly attached surface layers. It is very
important because it reduces the sound transmission loss of
the wall to its lowest value for any frequency and hence
limits the overall performance of the wall.

Lin and Garrelick also showed that when the two layers
are not rigidly connected, the system is changed and no
longer has a primary structural resonance. Thus, when one of
the surface layers is mounted using resilient channels, this
primary structural resonance no longer occurs. The ribbed
panel system is effectively broken up and the two surface
layers can vibrate more or less independently. However, for
this case the two surface layers are still coupled by the stiff-
ness of the air cavity and a mass–air–mass resonance occurs.
The frequency of this resonance is determined by the com-
bination of the masses of the surface layers and the stiffness
of the contained air and for these walls is considerably lower
in frequency than the primary structural resonance. A recent
paper9 has shown that the frequency of this resonance is
modified by the addition of the stiffness of the resilient chan-

nels. This modified mass–air–mass resonance limits the low-
frequency transmission loss of the wall with resilient chan-
nels. Again because the transmission loss of the wall is least
in this frequency region, the resonance limits the overall per-
formance of the wall.

Although the coincidence dip affects the sound transmis-
sion loss of the walls, it occurs at a frequency where the
sound transmission loss is quite high. Thus, the coincidence
dip is often of less practical importance because the trans-
mitted sound energy is much greater at lower frequencies.
However, the primary structural resonance seen in the base
wall and the modified mass–air–mass resonance in the wall
with resilient channels significantly limit the overall sound
insulation of many walls and are therefore significant im-
pediments to achieving improved sound insulation against
typical outdoor noises.

The overall performance of the walls in this article are
compared using the outdoor–indoor transmission class
~OITC!.5 This is essentially the A-weighted level reduction
with a standard source spectrum. Figure 2 compares this
standard spectrum to an average spectrum for modern com-
mercial jet aircraft from measurements made as part of this
project. The OTIC source spectrum is seen to have relatively
higher levels at very low and very high frequencies. Because
the sound transmission loss of walls is most limited at lower
frequencies, these increased source levels at lower frequen-
cies would tend to exaggerate the expected indoor sound
levels at lower frequencies relative to those expected for a
typical aircraft noise spectrum.

Figure 3 illustrates the expected A-weighted indoor lev-
els for the base wall and the two source spectra from Fig. 2.
~Both calculations were made assuming a receiving room
volume of 57 m3, an exposed wall area of 10.7 m2, and a
receiving room reverberation time of 0.4 s, corresponding to
an average living room.10! These results more clearly dem-
onstrate the importance of the primary structural resonance at
125 Hz, which dominates the indoor A-weighted levels. The

FIG. 1. Illustration of the basic phe-
nomena influencing sound transmis-
sion loss for~a! the base wall, and~b!
a wall with two layers of gypsum
board on resilient channels.
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OITC source spectrum does exaggerate this effect a little.
One could contemplate using different source spectra for dif-
ferent types of outdoor noise sources. Using an aircraft noise
spectrum rather than the OITC source spectrum led to re-
duced overall level ratings of about 3 dB. However, the dif-
ferent source spectrum shape does not have much effect on
the rank ordering of the constructions and using other non-
standard source spectra would detract from the beneficial
generality of OITC rating.

Subsequent results will be presented as both conven-
tional sound transmission loss versus frequency plots and
also in terms of the expected indoor sound levels as illus-
trated in Fig. 3. Indoor levels were calculated using the same

aircraft noise spectrum as in Fig. 2 and for the same average
living room previously described. This form of plot directly
shows the frequencies at which the highest levels occur and
clearly indicates where the overall sound insulation is most
critically limited.

IV. EFFECTS OF ADDING MASS

Figure 4 illustrates examples of adding more massive
outer surface to a wood stud wall. The sound transmission
loss is said to be mass controlled at frequencies above low-
frequency resonances and below the coincidence dip region.
In this region increased mass increases the measured sound

FIG. 2. Comparison of the standard
OITC source spectrum with the source
spectrum for modern commercial jet
aircraft.

FIG. 3. Comparison of indoor
A-weighted sound levels with the base
wall and either the OITC source spec-
trum or the aircraft source spectrum
from Fig. 2.
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transmission loss. The OITC value for the base wall is 25.
This is increased to 27 when vinyl siding is replaced by
acrylic ~EIF! stucco and to 29 when a heavier cement stucco
exterior is used. However, adding brick as the outer layer has
a much greater effect on the OITC rating which is increased
to 40.

The effect of the added mass on the resulting OITC
ratings approximately follows a 10 log$M /M0% relationship
~whereM is the total surface mass with additions andM0 is
the original total surface mass of the base wall!. The ex-
pected increments in OITC ratings according to this relation-
ship for various materials added to the base wall are given in
Table II along with the measured OITC ratings.

The measured improvements in OITC ratings relative to
the base wall case are generally very close to the
10 log$M /M0% relationship. The improvement due to the
brick is greater than might be expected because in addition to
the much larger surface density~see Table I!, there is effec-

tively a structural break because the bricks are only con-
nected to the rest of the wall via occasional metal ties.

Adding the cement stucco, which adhered directly on the
exterior sheathing, is seen to modify the shape of the trans-
mission loss curve in Fig. 4 in the region of the coincidence
dip. Although this may seem important on the transmission
loss versus frequency plot, the indoor sound level plot indi-
cates that these differences are of little practical importance
because sound levels at these frequencies are more than 30
dB below the low-frequency maximum A-weighted levels.
Replacing the exterior OSB sheathing with wood fiber board
only had a small effect~not shown!. Although the wood fiber
board has a lower surface density~see Table I!, the sound
transmission loss increased by a few dB at higher frequen-
cies when wood fiber board was used as the exterior sheath-
ing. The overall OITC rating with wood fiber board was the
same value of 25 as for the base case. When the vinyl siding
was attached over external thermal insulation or over an air
space, there were changes to the measured transmission loss
at higher frequencies but the OITC rating did not change~not
shown!.

In all of the results in Fig. 4, the transmission loss is
always least at the frequency of the primary structural reso-
nance. That is, the overall indoor sound levels are always
greatest at about 125 Hz and this limits the overall perfor-
mance of the wall. This is also true even when brick is added
to the wall except that this resonance frequency appears to
shift to a slightly lower frequency. For these walls, further
significant reductions of indoor sound levels would require
modification of this resonance. There are other smaller peaks
in the indoor sound levels of the base wall at 315 and 630
Hz. Their cause is not known but the peak in the 630-Hz
band seems to vary with the surface treatment in Fig. 5. They
are more than 10 dB below the 125-Hz peak in indoor levels
and hence are of less practical importance.

V. EFFECTS OF STUD SIZE AND SPACING

Both stud size and stud spacing are found to influence
the sound transmission loss of walls and the effects are not
independent but interact such that the effect of stud size is
more significant for larger stud spacings. Figure 5 illustrates
results for four combinations of stud size and spacing. If the
stud size of the base wall configuration~140-mm studs at
406-mm spacing! is decreased to 89-mm studs with the same
spacing, the results in Fig. 5 indicate a reduction of the OITC
rating from 25 to 24. However, increasing the stud spacing
from 406 to 610 mm results in a 3-point improvement in
OITC for the 89-mm studs and a 6-point improvement for
the 140-mm studs. These improvements are largely the result
of changes to the frequency of the primary structural reso-
nance. Increasing the stud size~open symbols! lowers the
frequency of this resonance and increasing the stud spacing
~square symbols! leads to an even larger reduction in the
resonance frequency. Because the maximum indoor sound
levels occur at this resonance frequency, these modifications
can significantly reduce indoor sound levels.

The important effects of stud spacing are further illus-
trated in Fig. 6 for 89-mm stud walls. Varying the stud
spacing from 305 mm to 406 mm and to 610 mm systemati-

FIG. 4. Effects of adding mass to the base wall by adding heavier exterior
surface layers.~See Table I for surface densities.!

TABLE II. Calculated expected increases due to increased mass and mea-
sured OITC ratings.

Added material 10 log$M /M0% Measured OITC

Base wall ••• 25
Second layer gypsum board 1.9 27
Acrylic ~EIF! stucco 2.2 27
Cement stucco 3.1 29
Alulminum siding 0 25
Brick 9.9 40
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cally reduces the resonance dip from 200 Hz to 125 Hz and
to 80 Hz. These changes correspond to OITC ratings of 23,
24, and 27. The results of Figs. 5 and 6 clearly indicate the
importance of the stud size and spacing on the overall per-
formance of the wall. Variation of these parameters led to
variations in OITC values from 23 to 31. It is thus possible to
achieve substantial improvements in the sound transmission
loss of wood stud walls by appropriate choice of stud size
and spacing.

The measured shifts in the low-frequency resonance
with varied stud spacings are particularly convincing evi-
dence that this is the primary structural resonance that
Lin and Garrelick predict. A simple mass–air–mass reso-
nance would not be expected to shift in frequency with stud
spacing.

VI. EFFECTS OF STRUCTURAL BREAKS

Including structural breaks in the construction of a wall
improves the sound insulation by preventing the direct trans-
mission of energy from one surface to the other. It also has
the benefit of eliminating the primary structural resonance
for the ribbed panel system formed by a stud wall without a
structural break. Eliminating this resonance often removes
the weakest component of the sound insulation and hence
improves the overall performance of the wall. In these mea-
surements, structural breaks were introduced either by
mounting the gypsum board on resilient channels or by using
staggered stud systems where two sets of 89-mm studs are

built with a 140-mm plate and header so that that each sur-
face of the wall is attached to a separate set of studs.

Figure 7 illustrates measured sound transmission loss
values for three examples of walls that include resilient chan-
nels as well as results for the base wall configuration. As
indicated previously in Fig. 1, adding resilient channels
eliminates the primary structural resonance at about 125 Hz
and introduces a modified mass–air–mass resonance in the
63-Hz 1

3-octave band. At almost all frequencies above this,
the addition of resilient channels leads to significant im-
provements in the measured sound transmission loss. For the
case of a single layer of 13-mm gypsum board mounted on
resilient channels, the OITC rating increased to 32 from the
value of 25 for the base wall. For the wall with a double
layer of gypsum board on resilient channels, the OITC rating
increased to 34. When cement stucco was added to this last
wall, the OITC was further increased to 41. This is slightly
larger than the OTIC rating of 40 for the wall with a brick
exterior and indicates that the combination of a structural
break and adequate mass can provide superior sound insula-
tion. A wall constructed with wood fiber board as the exterior
sheathing and with a double layer of gypsum board on resil-
ient channels on the interior surface had sound transmission
loss characteristics very similar to the comparable wall con-
structed with OSB as the exterior sheathing.

The modified mass–air–mass resonances occur in or
near the 63-Hz1

3-octave band as expected. The added stiff-
ness of the resilient channel influences the frequency of this
resonance,9 but there is a small trend for the transmission

FIG. 6. Effects of varying stud spacing for 89-mm wood stud exterior walls.FIG. 5. The effects of varying stud size and stud spacing for wood stud
exterior walls.
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loss versus frequency curve to indicate a small shift to lower
frequencies with added surface mass.

Figure 8 shows the measured sound transmission loss
values for four constructions based on staggered stud sys-
tems. In all cases the walls were constructed with two sets of
89-mm wood studs on a 140-mm plate and with a stud spac-
ing of 610 mm. The four results in Fig. 8 show the effect of
different surface treatments. The first set of results with a
single layer of gypsum board on the inner surface and a
single layer of OSB on the exterior surface had an OITC
rating of 33 which is 8 points better than the base wall. The
staggered stud construction effectively breaks the structural
path between the two surface layers and eliminates the pri-
mary structural resonance found in the base wall. For the
staggered stud walls the low-frequency sound transmission
loss is limited by a mass–air–mass resonance which, as ex-
pected, seems to shift lower in frequency as more mass is
added to the surface layers of the wall. Thus, doubling the
OSB increases the OITC rating to 37 and doubling the gyp-
sum board increases it to 39 because the gypsum board is
heavier than the OSB. Doubling both external layers is seen
to further increase the low-frequency sound insulation and
leads to an OITC rating of 43.

The staggered stud constructions in Fig. 8 are more ef-
fective than the constructions with resilient channels in Fig.
7 because they have improved low-frequency performance.
Although the surface masses are similar, the staggered stud
walls have lower stiffness because they do not include the

added stiffness of resilient channels. This leads to mass–air–
mass resonances that are lower in frequency for the stag-
gered stud walls and hence to improved low-frequency trans-
mission loss.

These tests were repeated for similar staggered stud wall
constructions but with a 406-mm stud spacing. The measured
transmission loss values were very similar with only very
small differences. This included the same unexpectedly small
increase in transmission loss with increased surface mass at
mid and higher frequencies that occurred for both stud spac-
ings. The OITC ratings of the walls were identical to those of
Fig. 8. When a wood stud wall includes a structural break, as
in these staggered stud walls, the stud spacing is not impor-
tant. The stud spacing is only important in walls without
structural breaks because in these walls it influences the fre-
quency of the primary structural resonance. Again, with the
structural break and adequate mass, superior sound insula-
tion can be achieved.

When resilient channels are added to a staggered stud
wall system, further improvements are obtained in the mea-
sured sound transmission loss values indicating that the
structural break created by the staggered studs in imperfect.
Figure 9 compares measured sound transmission loss values
for staggered stud walls including resilient channels~solid
symbols! with similar walls without resilient channels~open
symbols!. For a staggered stud wall with a single layer of
gypsum board and a double layer of OSB, adding resilient
channels significantly increases the mid- and high-frequency

FIG. 7. Effects of various surface layers mounted on resilient channels
~RC!. ~1 gyp51 layer of 13-mm gypsum board; stucco is cement stucco
attached to the exterior sheathing.!

FIG. 8. Effects of various surface layers on a staggered wood stud wall.~1
gyp51 layer of 13-mm gypsum board; 2 OSB52 layers of 11-mm oriented
strand board.!
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sound transmission loss. However, the OITC rating only in-
creases from 37 to 38. Similarly, adding resilient channels to
a staggered stud wall with double layers of both gypsum
board and OSB only increased the OITC rating from 43 to
44.

In both examples in Fig. 9, adding resilient channels
leads to large improvements in sound transmission loss
above 250 Hz. It is likely that these results indicate an effec-
tive flanking path at higher frequencies via the plate and
header that connect the two stud systems in the staggered
stud walls without resilient channels. These results may give
insight into the limitations of staggered stud wall systems but
they are of less practical importance for typical outdoor
noises because the overall sound insulation is most severely
limited at the low frequencies. The staggered stud walls can
provide OITC ratings of up to 44, which is 4 points greater
than measured for the brick wall and hence can be an effec-
tive means of obtaining superior sound insulation.

VII. EFFECTS OF CAVITY INSULATION

The effects of different types of cavity insulation were
measured for walls that included a double layer of 13-mm
gypsum board mounted on resilient channels. The effects of
different cavity insulations were expected to be more readily
detectable~larger! for this wall construction. Three types of
cavity insulation were evaluated. These were glass fiber
batts, mineral fiber batts, and dry blown in cellulose fiber.

Figure 10 compares the measured sound transmission loss
values and shows that the different materials led to small
changes in transmission loss and only at higher frequencies.
Because the type of insulation did not greatly influence the
important low-frequency sound transmission loss, the overall
ratings of the walls did not change much. The OITC rating of
34 for the glass fiber insulation increased to 35 for the cel-
lulose fiber and to 36 for the mineral fiber. These OITC
increases were partially due to the rounding up to the nearest
integer value that is part of the OITC calculation.~If the
OITC values were calculated to one decimal place, the in-
creases would be 0.7 and 1.7.!

These differences in OITC values are in one case the
same as, and in the other case only a little larger than, the
rebuild repeatability difference. One should therefore be cau-
tious in attributing significance to these small differences and
remember that other parameters have much larger effects on
the overall sound insulation. It is also quite likely that the
differences due to different cavity insulation material would
be different for other wall constructions and much smaller
for walls without a structural break.

VIII. DESIGN CHOICES

The various walls that were tested had OITC ratings
varying from the OITC of 25 for the base wall to values in
excess of the OITC of 40 obtained for a wall with a brick
surface. All of the construction parameters that were consid-
ered influenced the overall sound insulation rating. The de-

FIG. 9. Comparison of staggered wood stud walls with~solid symbols! and
without ~open symbols! added resilient channels~RC!. ~2 gyp52 layers of
13-mm gypsum board; 2 OSB52 layers of oriented strand board.!

FIG. 10. Effects of different thermal insulations completely filling the stud
cavity in walls with a double layer of gypsum board on resilient channels.
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signer needs an overview of the various results to help in
selecting an appropriate construction with adequate sound
insulation. The summary chart shown in Fig. 11 has been
constructed to give an overview of the importance of each
parameter. Although it is reasonably complete it does not
include all combinations of parameters and relates only to
140-mm wood stud walls~traditionally referred to as 2 by 6
studs!. Some comments concerning 89-mm wood stud walls
~2 by 4 studs! are included below.

The chart in Fig. 11 shows increments in OITC ratings
relative to that of the base wall. The total OITC rating for a
given combination can be read off the lower horizontal axis
or can be obtained by summing the various increments from
the left of the chart. For example, the brick wall case has a
total OITC rating of 40 which can be considered as the sum
of 25 for the base wall and an increment of 15. The chart
shows that substantial improvements can be obtained by~a!
increasing the stud spacing,~b! adding resilient channels, or
~c! using staggered stud walls. Of course, adding very large
amounts of extra mass as in the case of brick or adding extra
mass to staggered stud walls also produce large improve-
ments to OITC ratings.

For single stud walls, adding extra mass by doubling
layers usually only leads to modest improvements with in-
crements that approximate 10 log$M /M0%. Thus doubling
the gypsum board gives approximately a 2-dB increase in
OITC and then adding a second layer of the OSB sheathing
adds a further 1 point to the OITC rating~see also Table II!.
This is true for the basic wood stud walls and for the walls
with resilient channels and this relationship approximately
applies for other additions of surface mass.

Adding extra layers leads to larger increases in OITC
ratings for staggered stud walls. The added mass of the extra
layers is more effective for staggered stud walls because it
greatly improves the low-frequency performance by lower-
ing the mass–air–mass resonance of the walls. This does not
occur when the added layers are mounted on resilient chan-
nels because the added stiffness of the resilient channels lim-
its the shift of this resonance to lower frequencies.9 The
15-dB increment when brick is added is probably composed
approximately of a 10-dB increment for the added mass and
a further 5-dB increment for the structural break that is also
added.

Increasing the stud spacing or using resilient channels
with an appropriate amount of added mass can produce sig-
nificantly improved sound insulation ratings. These results
suggest that with enough added mass and perhaps also opti-
mizing the internal thermal insulation, OITC ratings of 35 or
slightly more can be achieved for single stud walls. How-
ever, the staggered stud walls with double surface layers pro-
vided the highest OITC ratings that were a little superior to
the measured brick wall. It is likely that the performance of
the brick wall example could be improved if a larger stud
spacing were used with the bricks because the results in Fig.
4 indicate its overall rating is limited by the dip at 100 Hz. A
larger stud spacing would shift this dip to lower frequencies
~see Figs. 5 and 6! and would be expected to improve the
OITC rating.

Only a few 89-mm wood stud walls were tested and
their sound insulation ratings were always a little lower than
the corresponding 140-mm wood stud walls. For example, a
wall similar to the base case wall but with 89-mm wood

FIG. 11. Summary of OITC ratings for walls as increments relative to the OITC rating of the base wall. Base wall: vinyl siding on 11-mm OSB, 140-mm
wood studs at 406-mm spacing and 13-mm gypsum board on the interior surface, with cavity filled with glass fiber batts. 2G5increment due to doubling the
gypsum board. 2S5increment due to doubling the OSB sheathing.* indicates these increments are approximately equal to 10 log$M /M0%, whereM is the
total surface mass with the double layer andM0 is the original total surface mass. ‘‘a’’ indicates cases where the added mass shifts the mass–air–mass
resonance and substantially improves the OTIC rating.
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studs had an OITC rating of 24, 1 point lower than the base
case. When the stud spacing was increased to 610 mm, for an
89-mm wood stud wall, the OITC rating increased to 27 or 4
points lower than the corresponding 140-mm stud wall. For
an 89-mm wood stud wall with two layers of gypsum board
mounted on resilient channels, the OITC rating was 32. This
is 2 points less than the corresponding 140-mm wood stud
wall. In this latter comparison the 89-mm wood stud wall
also included a 25-mm-thick layer of rigid glass fiber board
under the vinyl siding which was not included in the
140-mm stud wall, but in other tests the external glass fiber
board only influenced the higher frequency sound transmis-
sion loss and did not change the OITC rating. These limited
examples indicate that results for 89-mm wood stud walls are
1 to 4 OITC points lower than those for the 140-mm wood
stud walls summarized in Fig. 11.

IX. CONCLUSIONS

The overall effectiveness of the sound insulation of typi-
cal wood stud exterior walls is limited by poor performance
at the low frequencies. Thus for typical outdoor noises, the
loudest indoor sounds will be at low frequencies. It is there-
fore very important to concentrate on improving the low-
frequency sound transmission loss to achieve better overall
sound insulation.

It is also important that single number ratings used to
rank order the sound insulation of exterior walls should cor-
rectly reflect the low-frequency performance of the walls.
The ASTM OITC rating5 is a simple method for obtaining an
appropriate single number rating of the sound insulation of
exterior walls. The STC rating used for interior walls is not
suitable for exterior walls.

The low-frequency sound transmission loss is limited by
two types of low-frequency resonances that increase the
transmitted sound energy. The new results in this article sup-
port the work of Lin and Garrelick8 that predict a low-
frequency structural resonance for a wood stud wall with
rigidly attached surface layers, but a fundamentally different
mass–air–mass resonance when the surface layers are not
rigidly connected. For walls without a structural break be-
tween the outer surface layers, the ribbed panel system of the
studs and surface layers leads to a primary structural reso-
nance that occurs at about 125 Hz for a 406-mm stud spac-
ing. This limits the overall performance of walls without
structural breaks. However, this resonance shifts with the
stud spacing. Using a larger stud spacing lowers the fre-
quency of this resonance and effectively improves the overall
sound insulation rating for walls without structural breaks.

For walls with a structural break between the two outer
surfaces, the low-frequency performance is limited by the
mass–air–mass resonance due to the mass of the surface
layers and the stiffness of the air in the stud cavity. Increas-
ing the mass of the surface layers and the depth of the air
space can lower the frequency of this resonance and also
improve the overall sound insulation rating. However, where
the structural break is achieved by using resilient channels,
the possible shift of this resonance is limited by the presence
of the stiffness of the resilient channels9 and only modest
improvements in the overall sound insulating rating occur

when additional mass is added to the surface layers. If a
staggered stud wall system is used to achieve a structural
break between the surface layers, larger improvements in the
overall sound insulation rating can be achieved. For stag-
gered stud walls, increasing the mass of the surface layers
systematically lowers the mass–air–mass resonance fre-
quency and significantly improves the overall sound insulat-
ing rating.

Related effects have been reported previously for inte-
rior walls.11,12 Low-frequency dips in transmission loss ver-
sus frequency curves shifted to lower frequencies when the
stud spacing or the spacing of the screws holding the gyp-
sum board into wood studs was increased. The effect of
varied stud spacing is qualitatively similar to that reported
in this article. The effect of screw spacing is presumably
because reducing the number of screws gradually decreased
the effectiveness of the rigid connection and the system
gradually approached one with a structural break. In the
same study, stud and screw spacing had very little effect for
walls constructed on light weight steel studs. This, too,
would be expected because the steel studs provide a struc-
tural break and so reducing the number of screws has little
further effect.

Although only a small number of 89-mm wood stud
walls were tested in this project, they provided inferior per-
formance to the corresponding walls built with 140-mm
wood studs. This is again due to problems at low frequen-
cies. The low-frequency resonances that limit the overall per-
formance of a wall tend to increase in frequency when the
smaller studs are used and hence lead to inferior overall
sound insulation ratings.

These results have quantified the effects on sound insu-
lation ratings of the principal parameters defining wood stud
wall constructions. They provide a practical understanding of
the importance of each of these parameters and give guid-
ance for the design of exterior wood stud walls with im-
proved sound insulation. Appropriate combinations of struc-
tural breaks and added mass can increase the OITC rating
from 25 for the base wall to over 40 dB.
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Origin of the bell-like dependence of the DPOAE amplitude
on primary frequency ratio
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For low and medium sound pressure levels~SPLs!, the amplitude of the distortion product
otoacoustic emission~DPOAE! recorded from guinea pigs at the 2f 1- f 2 frequency is maximal when
f 2 / f 1'1.23 and decreases for lower and higherf 2 / f 1 ratios. The high-ratio slope of the DPOAE
dependence on the ratio of the primary frequencies might be anticipated since thef 1 amplitude at
the f 2 place is expected to decrease for higherf 2 / f 1 ratios. The low-ratio slope of the dependence
at low and medium SPLs of the primaries is actually one slope of a notch. The DPOAE amplitude
recovers from the notch when thef 2 / f 1 ratio is further reduced. In two-dimensional space formed
by the f 2 / f 1 ratio, and the levels of the primaries, the notch is continuous and has a level-dependent
phase transition. The notch is identical to that seen in DPOAE growth functions. Similar notches and
phase transitions were observed for high-order and high-frequency DPOAEs. Theoretical analysis
reveals that a single saturating nonlinearity is capable of generating similar amplitude notch and
phase transition when thef 2 / f 1 ratio is decreased because of the increase inf 1 amplitude at the
DPOAE generation place~f 2 place!. The difference between the DPOAE recorded from guinea pigs
and humans is discussed in terms of different position of the operating point of the DPOAE
generating nonlinearity. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1417525#

PACS numbers: 43.64.Bt, 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

A pure tone peaks at its characteristic place~CF! along
the basilar membrane~BM! as a consequence of the fre-
quency selectivity of the cochlear partition. Two primary
tonesf 1 and f 2 cause vibrations with amplitudesA1 andA2 ,
respectively, at their CFs, however, vibrations due to these
tones are spread over a wider BM region of some finite
length ~Fig. 1!. If the frequency separation between the pri-
maries f 1 and f 2 is small enough, then these tones will in-
teract. This interaction is nonlinear and gives rise to the dis-
tortion products at frequenciesn f11m f2 , wheren andm are
integers.

The amplitude,A1 , of the low-frequency primary at its
CF place is a function of the SPL,L1 , at frequencyf 1 .
However, the amplitude of the same primary at the site of
DPOAE generation, which is thought to be close to thef 2

place~Brown and Kemp, 1984! ~point P, Fig. 1!, is reduced
in amplitude by a valueDA15A12A18 . HereA18 is the ef-
fective amplitude off 1 at the site of DPOAE generation. The
amplitude reductionDA1 will depend on the frequency sepa-
ration between the primaries, i.e., on to thef 2 / f 1 ratio. A
lower f 2 / f 1 ratio corresponds to a smaller reduction of the
amplitudeDA1 . Therefore, for the same amplitude,A1 , of
the BM vibrations at the CF place, the closer the low-
frequency primary,f 1* , is to the place of DPOAE generation,
P, the higher its effective amplitude,A1* ~Fig. 1!. Thus it is
essential to take into accountthe level-dependent behaviorof
the DPOAEs when interpreting results of experiments where
the f 2 / f 1 ratio is varied. As an approximation of this kind of
experiment one can consider the situation when the ampli-
tude of f 1 varies with a fixed value of thef 2 amplitude.

Detailed theoretical analysis of the inter-modulation distor-
tion product~DP! amplitude and phase behavior at the output
of a single saturating nonlinearity for this paradigm has been
given previously~Lukashkin and Russell, 1999; Faheyet al.,
2000!. It has been shown that a single saturating nonlinearity
can generate a distinctive amplitude notch and corresponding
phase transition for constant amplitude of either of the two
primaries when the amplitude of the second primary is var-
ied. A similar amplitude-phase pattern has been observed
experimentally ~Whitehead et al., 1992a, b; Mills and
Rubel, 1994; Mills, 1997; Parham, 1997!. We also demon-
strated ~Lukashkin and Russell, 1999! that the difference
between DPOAEs measured in human and rodents~White-
head, 1998! could be explained in terms of different posi-
tions of the operating point of the DPOAE-producing non-
linearity.

In this paper we analyze the DPOAE amplitude and
phase patterns, which occur due to changes in the amplitude
of the primaries at the place of DPOAE generation when the
ratio of the primaries varies. Theoretical predictions are com-
pared with experimental data collected from guinea pigs and
human subjects. We show that the bell-like shape of the
DPOAE dependence on the ratio of the primaries can be due
to level-dependent effects. First, the bell-like shape seems to
be a consequence of the notch accompanied by a correspond-
ing phase transition in the nonmonotonic DPOAE growth
function. Second, the mutual suppression between the fre-
quency components at the output of the saturating nonlinear-
ity also shapes the DPOAE amplitude dependence on the
ratio of the primaries.

II. THEORETICAL BACKGROUND

In this paper we identify the DPOAE-producing nonlin-
earity with the hair cell mechanoelectrical transducer. De-a!Electronic mail: a.lukashkin@sussex.ac.uk
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tailed formulation of the model can be found elsewhere
~Lukashkin and Russell, 1999!. Briefly, we calculate the out-
put of the nonlinearityN(x) for the double sinusoidal input
x5A18 cos 2pf1t1A28 cos 2pf2t, whereA18 , A28 and f 1 , f 2 are
the effective amplitudes and frequencies of the primaries,
respectively. The nonlinearityN(x) is considered in the form

N~x!5Gtr~x!2Gtr~0!, ~1!

wherex is the displacement of the hair bundle from its rest-
ing position, Gtr(x) is the conductance of the hair cell
mechanoelectrical transducer, andGtr(0) is the transducer
conductance with zero displacement of the hair bundle. The
conductance of the transducerGtr@x(t)# is given by~Craw-
ford et al., 1989; Kroset al., 1995!

Gtr~x!5Gtr max$11exp~a2@x22x02xset2x# !

3@11exp~a1@x12x02xset2x# !#%21, ~2!

whereGtr max is the maximal transducer conductance,xset is
the steady state displacement of the hair bundle, anda1 , a2 ,
x1 , x2 are constants. A constantx0'23.982 nm is used to
move the operating point into the point of inflection of the
function Eq.~2! for a given set of constantsa1 , a2 , x1 , x2 .

A. DP behavior in A 18ÃA 28 space

Figure 2 shows the calculated amplitude and phase
angles of the DP at the 2f 1- f 2 frequency at the output of
N(x) as a function of the amplitudes,A18 and A28 , of the
primaries. A steady state displacement of the bundle~
xset524.5 nm in this case! was chosen to obtain the ampli-
tude notch with corresponding phase transition frequently
observed for DPOAE recordings at the same frequency
~Whiteheadet al., 1992a, b; Mills and Rubel, 1994; Mills,
1997; Parham, 1997!. An analogous notch would be ob-
served if the operating point of the nonlinearity were situated
below the inflection point of the functionN(x) ~see Fig. 3 in
Lukashkin and Russell, 1999!. Strong experimental evidence
to support the chosen position of the operating point can be
observed in the receptor potentials recorded from the outer
hair cells. The receptor potential reveals a negative dc com-
ponent in response to low SPL tones close to the character-
istic frequency, in both low frequency~Dallos et al., 1982;

Dallos, 1986; Dallos and Cheatham, 1989! and high-
frequency~Cody and Russell, 1987! regions of the cochlea.
This negative dc component would be expected if the oper-
ating point were positioned above the point of inflection
~Lukashkin and Russell, 1998!. The response of DPOAEs to
acoustical and electrical biasing of the cochlear partition
~Frank and Ko¨ssl, 1996, 1997! also supports the location of
the operating point above the point of inflection.

A cross-section along the straight linea in Fig. 2 corre-
sponds to an experimental protocol when the amplitudeA2 is
kept constant1 ~in this particular case at 30 dBre: 0.1 nm!
and the amplitudeA18 varies. The frequency selectivity of the
cochlea determines that the amplitude of the BM displace-
ments at frequencyf 1 in the DPOAE generation place de-
creases as the frequency separation between the primaries
increases even when the sound pressure at frequencyf 1 does
not change. Equation~2! does not reflect the frequency se-
lectivity of the real cochlea but this decrease in the BM dis-
placement could be specified as the decrease,DA1 , in the
amplitude of the input to the model. Let us remember that
DA1 is defined as the difference between the amplitude,A1 ,
of the BM displacement to thef 1 frequency at thef 1 CF
place and the amplitude,A18 , at the site of DPOAE genera-
tion ~Fig. 1!. Then the thick points on linea correspond to
different experimental conditions, when the sound pressure
at frequencyf 1 is the same but the ratiof 2 / f 1 decreases
from point A1 to A18 . Then in terms of the model, the input
of the nonlinearityN(x) at frequencyf 1 is a function of two
parameters,A1 andDA1 , whereA1 is analogous to L1 , i.e.,
to the SPL of the f1 primary, andDA1 is a model analogue
of the ratio f2 / f 1 of the frequencies of the primaries. Hence
the double sinusoidal input signal to the nonlinearity can be
expressed as

FIG. 1. Schematic pattern of excitation of high frequency,f 2 , and low
frequency,f 1 and f 1* , primaries along the BM. PointP indicates the hypo-
thetical place of the DPOAE generation.A1 andA2 are corresponding am-
plitudes of the primariesf 1 and f 2 in their CFs.A18 andA1* are correspond-
ing amplitudes of lower-frequency primariesf 1 and f 1* in the DPOAE
generation place. The amplitude off 2 in the DPOAE generation place is
assumed to beA2 ~see footnote 1!.

FIG. 2. Amplitude and phase angle of the DP at frequency 2f 1- f 2 at the
output of the nonlinearityN(x) as a function of the amplitudes of the pri-
mary tones,A18 andA28 . PointsA1 andA18 represent the input signals to the
nonlinearityN(x) at the CF off 1 and at the place of the DPOAE generation
respectively. See main text for detailed explanation. Relative phase angle,f,
is indicated by labels inside each region of the plots limited by the notch.
The shift of the operating pointxset524.5 nm. The amplitude of the DPs is
expressed in decibelsre: Gtr max. 0 dB for the amplitudes of the primaries,
A18 andA28 , is equal to 0.1 nm.
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x5A182p f 1t1A28 cos2p f 2t

5~A1-DA1! cos2p f 1t1A2 cos2p f 2t.

Therefore, if the notch appears at a particular value ofA18 ,
then theA1 value leading to the appearance of the notch
decreases when thef 1 frequency approachesf 2 ~i.e., when
the f 2 / f 1 andDA1 are small! @Fig. 3~a!#. Consequently the
model predicts that the DPOAE amplitude notch has to ap-
pear for lowerL1 when thef 2 / f 1 ratio is smaller and theL2

level is kept constant.

B. DP behavior in DA 1Ã„A 1 ,A 2… space resembling
rodent DPOAE

The description of the experimental paradigm above en-
ables us to predict DPOAE behavior whenf 1 is swept while
f 2 and the SPLs of the both primaries are held constant. Thus

the L1 and its model analogue, i.e.,A1 , remain constant.
However, the amplitude reductionDA1 undergoes changes to
mimic the variation of thef 1 amplitude in the DPOAE gen-
eration place. Consequently, the effective inputA18 to the
nonlinearity also changes. For example, the amplitude of the
BM vibrations with frequencyf 1 in place of the DPOAE
generation increases when thef 1 primary comes closer to the
f 2 . In Fig. 2 it corresponds to the upward shift of the point
A18 along linea. The shift of pointA18 can be large enough to
intersect the notch. Keeping in mind our model analogies:
DA12 f 2 / f 1 and A12L1 ; we can conclude that the notch
and corresponding phase transition could be observed at the
DPOAE frequency for sufficiently large reductions in the
f 2/f 1 ratio @Fig. 4~a!#. Figure 4~a! illustrates this effect for
different levels of primaries when both primaries grow in
synchrony~the difference between the levels of primaries
remains constant!. Because the notch appears at a particular
value ofA18 , the value ofDA1 , which is necessary to obtain
the DP notch, depends onA1 ~the differenceA12DA1

should be constant! ~Fig. 2!. If A1 is set to a high level, then
DA1 must be set to larger values in order for the DP to be
reduced and its phase to be reversed. Hence, ifL1 is high,
larger f 2 / f 1 ratios are required to obtain the notch and the
corresponding phase transition observed in the DPOAEs.
This shift of the notch gives rise to a distinctive diagonal
canyon in the two-dimensional space of the ratio of the pri-
maries and their amplitudes@Fig. 4~a!#. However, there is an
obvious limitation on the range ofA2 values where the notch
can be observe. For a chosen position of the operating point
of the nonlinearity, a notch could not be observed at any
values of A1 and DA1 above A2.49 dB @Fig. 4~a!#, i.e.,
when linea is shifted to the right ofA2549 dB ~Fig. 2!.

From Fig. 4~a!, it is clear that the amplitude of the DP
decreases whenDA1 is reduced. In a real experiment this
amplitude reduction appears when the frequency separation
between the primaries is reduced. The effect is especially
prominent for higher levels of the primaries and originates in
mutual suppression between the primaries. The mechanism
of the DP suppression is the same as that we described pre-
viously for suppression of the output at the frequencies of the
primaries~Lukashkin and Russell, 1998!. The energy of the
input primaries is re-distributed between theoretically infinite
number of DPs at the output of the saturating nonlinearity.
Because the higher-order DPs at the output of the nonlinear-
ity grow faster than the lower-order DPs, a decrease in the
power output, i.e., suppression, can be observed at the fre-
quencies of the lower-order DPs for high levels of the input
primaries. Predictably the same outflow of energy from the
low-order DPs takes place when only the input amplitudeA18
increases while theA28 amplitude is kept constant, as we have
considered in the current section.

A high-frequency DP 2f 2- f 1 @Fig. 5~a!# demonstrates
the same pattern of the amplitude and phase dependence in
two-dimensional space of theDA1 and the amplitudes of the
primariesA1 and A2 for chosen position of the operating
point. The essential difference between the 2f 1- f 2 and
2 f 2- f 1 counterparts is a difference in slope of the amplitude
dependence onDA1 @Figs. 5~a!, 6~a!#. Because onlyA18
changes in this case whileA28 remains constant, the 2f 2- f 1

FIG. 3. ~a! Amplitude and phase angle of the DP at frequency 2f 1- f 2 at the
output of the nonlinearityN(x) as a function of the amplitudeA1 . Curves
were calculated for different levels of attenuationDA1 . Amplitude A2 was
constant and equal to 30 dB. Effective input amplitudeA18 to the nonlinear-
ity was calculated asA185A11DA1 . Relative phase angle,f, is indicated
by labels inside each region of the plots limited by the notch. The shift of the
operating pointxset524.5 nm. Amplitude of the DPs is expressed in decibels
re: Gtr max. 0 dB for the amplitudes of the primaries,A1 andA2 , is equal to
0.1 nm.~b! Amplitude and phase angle of the DPOAE at frequency 2f 1- f 2

as a function ofL1 recorded for different ratiosf 2 / f 1 . High-frequency
primary f 2 was 12 kHz and has a constant level of 48 dB SPL. Note the shift
of the amplitude notch indicated by the dotted arrow.
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component grows with a slope of unity in the region that is
far from saturation. However, under the same conditions
2 f 1- f 2 grows with a slope of two. Similar dependence~not
shown! of the DP amplitude and phase on theDA1 and am-
plitudesA1 andA2 is also observed for the higher-order DPs,
e.g., 3f 1-2 f 2 , 3f 2-2 f 1 , 4f 1-3 f 2 , etc., for the chosen posi-
tion of the operating point. However, the notch occurs for
progressively higher levels of the input signalA18 or, when
A1 and A2 are constant, for progressively lowerDA1 with
increasing order of the DPs@Fig. 6~a!#. This effect leads to a

shift in the peak of the DP amplitude, along the axis ofDA1 .
On the bases of this observation we can predict a shift of the
higher-order DPOAE peaks toward smallerf 2 / f 1 ratios for
the sameL1 andL2 .

C. DP behavior in DA 1Ã„A 1 ,A 2… space resembling
human DPOAE

We suggested~Lukashkin and Russell, 1998! that the
amplitude notch and corresponding phase transition in
DPOAE growth functions observed in some species of mam-
mals could be due to the disappearance and sudden phase
reversal of DPs seen at the output of a single saturating non-
linearity. However, the notch and phase transition cannot be
observed for 2f 1- f 2 DP when the operating point of the satu-
rating nonlinearity is situated within a certain range near the
point of inflection of the functionN(x) ~Lukashkin and Rus-
sell, 1999!. This kind of DP behavior resembles the mono-
tonic growth of the DPOAE input–output functions fre-
quently recorded from humans~Whitehead, 1998!. When the

FIG. 4. ~a! Amplitude and phase angle of the DP at frequency 2f 1- f 2 at the
output of the nonlinearityN(x) as a function of the amplitudes of the pri-
mary signals,A1 andA2 and attenuationDA1 . Effective input amplitudeA18
at every point of two dimensions was calculated asA185A21DA1

130 dB. Relative phase angle,f, is indicated by labels inside each region
of the plots limited by the notch. The shift of the operating point
xset524.5 nm. The amplitude of the DPs is expressed in decibelsre: Gtr max.
0 dB for the amplitudes of the primaries,A1 andA2 , is equal to 0.1 nm.~b!
Amplitude of the DPOAE at frequency 2f 1- f 2 as a function of the ampli-
tudes of the primary signals and ratio of their frequencies.f 2 was kept fixed
at 12 kHz.L2 was 10 dB SPL belowL1 .

FIG. 5. As in Fig. 4 but for DP and DPOAE at frequency 2f 2- f 1 .
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operating point of the nonlinearity is situated near its point of
inflection, modeling of thef 1 sweep, whilef 2 is held con-
stant using the same model analogues (DA1- f 2 / f 1 ,A1-L1),
reveals the same bell-like shape of the DP amplitude depen-
dence on thef 2 / f 1 ratio ~Fig. 7! as shown in Figs. 4~a!, 5~a!,
and 6~a!. However,the amplitude notch does not appear in
this case. The decrease in the DP amplitude, whenf 1 gets
closer to thef 2 place ~i.e., DA1 is reduced!, originates en-
tirely from mutual suppression as a consequence of the re-
distributed energy of the primaries. The model also predicts a
shift of the peak amplitude of the DPOAEs toward higher
f 2 / f 1 ratios for higher SPLs of the primaries~Fig. 7!.

III. METHODS

Pigmented guinea pigs~250–350 g! were anaesthetized
with the neurolept anaesthetic technique~0.06 mg/kg atro-
pine sulphate s.c., 30 mg/kg pentobarbitone i.p., 250ml/kg
Hypnorm i.m.!. Additional injections of Hypnorm were

given every 40 min. Additional doses of pentobarbitone were
used as needed to maintain an areflexive state. The heart rate
was monitored with a pair of skin electrodes placed on both
sides of the thorax. The animals were tracheotomized, artifi-
cially respired, and core temperature was maintained at 38 °C
with a heating blanket and head holder. The middle ear cav-
ity of the ear used for DPOAE measurements was open to
equilibrate air pressure on both sides of the tympanic mem-
brane~Zhenget al., 1997!.

Sound was delivered to the tympanic membrane by a
closed acoustic system comprised of two Bruel & Kjaer 4133
1/2-in. microphones for delivering tones and a single Bruel
& Kjaer 4133 1/2-in. microphone for monitoring sound pres-
sure at the tympanum. The microphones were fed into a cou-
pler that was positioned within the opening of the ear canal
so that its tip was within 1 mm of the tympanic membrane.
The sound system was calibratedin situ using a measuring
amplifier~Hartley, Brighton, U.K.! for frequencies between 1
and 50 kHz, and known sound pressure levels were ex-
pressed in dB SPLre: 231025 Pa. White noise for acousti-
cal calibration and tone sequences for the ear stimulation
were synthesised by a Data Translation 3010 board and de-
livered to the microphones at a sampling frequency of 200
kHz. Signal from the measuring amplifier was digitized at
200 kHz using the same board and averaged in the time
domain. Amplitudes and phase angles of the spectral peaks
were found from the resultant 4096 point time sequences.
Phase data were corrected for the phase angles of the prima-
ries ~Mills and Rubel, 1997!. Experimental control, data ac-
quisition, and data analysis were performed using a PC with

FIG. 6. ~a! Amplitude of different order DPs at the output of the nonlinearity
N(x) as a function of attenuationDA1 . DP frequencies are indicated inside
the panel for each curve. Amplitudes of the primaries wereA25A1

230 dB530 dB. The shift of the operating pointxset524.5 nm. Amplitude
of the DPs is expressed in decibelsre: Gtr max. 0 dB for the amplitudes of
the primaries,A1 andA2 , is equal to 0.1 nm.~b! Amplitude of the odd-order
DPOAEs recorded from a guinea pig at four different frequencies as a func-
tion of the ratiof 2 / f 1 of the primaries.f 2 was 12 kHz. DPOAE frequencies
are indicated inside the panel for each curve. Amplitudes of the primaries
were L15L2110 dB SPL552 dB SPL for 2f 2- f 1 and L15L2

110 dB SPL546 dB SPL for the other frequency components.

FIG. 7. Amplitude and phase angle of the DP at frequency 2f 1- f 2 at the
output of the nonlinearityN(x) as a function of the amplitudes of the pri-
mary signals,A1 andA2 and attenuationDA1 . In this case the shift of the
operating pointxset50 nm. Effective input amplitudeA18 at every point of
two dimensions was calculated asA185A21DA1130 dB. Relative phase
angle,f, is indicated by the label. Amplitude of the DPs is expressed in
decibelsre: Gtr max. 0 dB for the amplitudes of the primaries,A1 andA2 , is
equal to 0.1 nm.
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programs written in Testpoint~CEC, MA, USA!.
The following experimental procedures were used:

~i! DPOAE-grams~f 2 sweeps,f 2 / f 1 ratio is constant,L1

andL2 are constant,L2 is 10 dB SPL belowL1! for
low level primaries were recorded on a regular basis
during experiment~up to 5 h! to confirm that the ani-
mal remained in stable conditions. Data collected
from an animal were discharged if the DPOAE level
changed more than 5 dB atf 2 frequencies used for the
other procedures.

~ii ! DPOAE growth functions with increasingL1 were
measured while keepingL2 and the frequencies of the
primaries constant. The growth functions were mea-
sured at differentL2 so that we could use them to
construct DPOAE behavior in two-dimensional space.

~iii ! DPOAE ratio functions measured duringf 1 sweeps
with constant f 2 . L1 and L2 were constant during
each sweep withL2 being 10 dB SPL belowL1 . The
ratio functions were measured at differentL1 so that
we could use them to construct DPOAE behavior in
two-dimensional space.

All procedures involving animals were performed in accor-
dance with U.K. Home Office regulations.

IV. RESULTS

To simplify the model we assumed that, in thef 2 place,
the growth of thef 1 amplitude expressed in decibels is in-
versely proportional toDA1 , i.e., to thef 2 / f 1 ratio, for any
level and ratio of the primaries. This is obviously a limita-
tion. Tuning of the BM is very sharp for low SPLs~Russell
and Nilsen, 1997! so that one can expect a fast increase of
the f 1 amplitude as seen in the DPOAE generation place but
only whenf 1 is situated in the close vicinity of thef 2 place.
Tuning becomes poorer for high SPLs and the vibration en-
velope extends further basally along the BM~Russell and
Nilsen, 1997! so that one can expect a slow increase of thef 1

amplitude in thef 2 place whenf 1 approaches thef 2 place. A
slow increase of thef 1 amplitude should be observed for any
level of primaries when the DPOAE generation place is lo-
cated in the tail region of thef 1 envelope, i.e., for higher
f 2 / f 1 ratios. Because of the lack of any frequency selectivity
in our model~two tones of equal amplitude produce equal
input to the nonlinearity!, the model does not show this type
of dependence of the high-ratio slope on the amplitude of the
primaries@Fig. 4~a!#. There is a second limitation that should
be taken into account while comparing theoretical and ex-
perimental data. The model includes a ‘‘perfect’’ pointlike
nonlinearity and the depth of the notches in this case is lim-
ited only by the resolution of the model, i.e., the number of
calculations. The depth of the experimental notches cannot
be infinitely improved by changing the experimental param-
eters with a smaller step because in this case the responses
are generated by a distributed nonlinearity with time delay
and damping. In this case the notches are smeared and phase
transitions are less abrupt. Therefore, in taking into account
the limitations of the model we did not try to fit the model

parameters to the experimental data and confined our analy-
sis confined to a qualitative comparison of the model and
experimental observations.

A. DPOAE recorded from guinea pigs

Figure 3~b! shows DPOAE growth functions at fre-
quency 2f 1- f 2 recorded whenL1 was varied andL2 was
kept constant. Variations of the amplitude notch position for
different ratios of primaries are similar to those expected if
the notch occurs due to a single saturating nonlinearity@Fig.
3~a!#. The notch becomes broader and less pronounced for a
larger f 2 / f 1 ratios. The broadening of the notch might be
anticipated because under these conditions the place of the
DPOAE generation, i.e., thef 2 place, is situated in the far
tail region of f 1 where the amplitude and phase gradients of
the BM vibrations are much shallower~Russell and Nilsen,
1997!. As a result of these shallow gradients, the DPOAE
might be generated from an extended region of the BM and
the vector summation of the DPOAE from different parts of
this prolonged region might lead to a partial cancellation of
the notch.

A prominent amplitude elevation and distinctive diago-
nal canyon appear in the two-dimensional space of the ratio
of the primaries and their amplitudes for DPOAE recorded at
frequencies 2f 1- f 2 @Fig. 4~b!#. The pattern of the DPOAE
amplitude in the two-dimensional space is remarkably simi-
lar to that produced by a single saturating nonlinearity@Fig.
4~a!#. The diagonal canyon in the theoretical figure@Fig.
4~a!# is identical to the amplitude notch of the DP growth
functions. Essentially only the amplitude of the primaries
was varied to reveal this canyon. The similarity between the
theoretical and experimental data leads us to conclude that
the diagonal canyon in the experimental data is also due to
level-dependent effects and is produced by a single nonlin-
earity. It appears as a consequence of the increase of thef 1

amplitude in the DPOAE generation place with the reduction
in frequency separation. Essentially the same amplitude pat-
tern is observed for the high-frequency component 2f 2- f 1

@Fig. 5~b!# when both the amplitude elevation and diagonal
canyon can be seen. However, the amplitude elevation is not
as prominent for 2f 2- f 1 as it is for its low-frequency coun-
terpart 2f 1- f 2 @Fig. 4~b!# because of severe low-pass filtering
in the relatively low-frequency place of the DPOAE genera-
tion. The best 2f 2- f 1 ratio for the lowest SPLs, when 2f 2- f 1

protrudes above the noise floor is around 1.2 and the 2f 2- f 1

peak shifts in the direction of the higherf 2 / f 1 ratios when
the SPLs of the primaries are increased.

Cross-sections of the amplitude elevation by planes,
which are perpendicular to the base of Figs. 4~b!, 5~b!, and
parallel to the axis of the ratios, represent data collected dur-
ing f 1 sweeps. The cross-sections have a bell-like shape that
has been attributed to band-pass filtering of the DPOAE
~Brown et al., 1992; Allen and Fahey, 1993!. It is obvious
from our data@compare Figs. 4~a! and~b!, 5~a! and~b!, 6~a!
and~b!# that the low-ratio slope of the bell-shape response to
low and medium SPLs~up to L1>55 SPL for 2f 1- f 2 and
L1>60 dB SPL for 2f 2- f 1! is actually one slope of the notch
produced by a single saturating nonlinearity. The DPOAE
amplitude recovers from the notch when thef 2 / f 1 ratio is
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further reduced. For higher SPLs, when the notch appears for
relatively largef 2 / f 1 ratios, the low-ratio slope of the bell-
like dependence of the 2f 1- f 2 amplitude could occur as a
result of the suppression effect as demonstrated by our model
calculations@Figs. 4~a!, 5~a!#. Then the experimentally ob-
served decrease of the slope for the smallestf 2 / f 1 ratio
might be expected because, under these conditions, the am-
plitude of f 1 at the DPOAE generation place reaches its
maximum possible value that corresponds to the amplitude
of the BM vibrations at the best frequency place. Further-
more, the high-ratio slope of the DPOAE dependence on the
f 2 / f 1 ratio might be anticipated since thef 1 amplitude at the
DPOAE generation place will be expected to decrease for
higher ratios off 2 / f 1 . In connection with limitations of the
model, we have shown that this decrease of thef 1 amplitude
should be sharpest for low-ratio, low SPL primaries. Conse-
quently one can expect the sharpest changes in the measured
DPOAE amplitude for the same conditions in the experi-
ment. Exactly these variations of the high-ratio slope are
observed for the lower sideband components@Fig. 4~b!#. The
concave shape of the high-ratio slopes of the low-frequency
DPOAEs is best seen in Fig. 6~b!. However, the slope of the
high-frequency component 2f 2- f 1 is formed by the low-pass

BM filter and does not reveal a concave shape. Data pre-
sented in Fig. 6~b! also confirm the theoretically predicted
shift @Fig. 6~a!# of the amplitude notch of the higher-order
DPOAE in the direction of smallerf 2 / f 1 ratios, when the
effective amplitude of low-frequency primaryf 1 is higher in
the DPOAE generation place. When the amplitude of the
lower sideband DPOAEs of different orders are plotted ver-
sus their frequencies~not shown! they confirm the well-
established experimental fact that the DPOAEs peak at ap-
proximately the same frequency~Brown et al., 1992; Allen
and Fahey, 1993!. However, our data reveal the same sys-
tematic variation of the peak frequency of the different order
DPOAEs that has been recently reported by Schneideret al.
~2001!.

Theoretical data also explain the experimentally ob-
served shift of the maximum DPOAE amplitude to a higher
f 2 / f 1 ratio with an increase in the amplitudes of the prima-
ries. The shift of the maximum in this case is simply a con-
sequence of the corresponding displacement of the amplitude
notch. It is easier to recognize the shift of the DPOAE am-
plitude maximum using the contour plot shown in Fig. 8~top
panel!. The contour plot also helps to show that the diagonal
canyon observed in the two-dimensional space of the ampli-

FIG. 8. Amplitude of the DPOAE at frequency 2f 1- f 2

as a function of the amplitudes of the primary signals
and ratio of their frequencies~top panel! and as a func-
tion of the amplitude of the primaries~bottom panel!. f 2

was kept fixed at 12 kHz.L2 was 10 dB SPL belowL1

for the top panel. Ratiof 2 / f 1 was 1.23 for the bottom
panel. The gray scale charts on the right of both panels
show the corresponding amplitude of the 2f 1- f 2 com-
ponent in dB SPL.
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tude of the primaries and their frequency ratio,f 2 / f 1

3L1 ,L2 , and the notch in the two-dimensional space of the
amplitude of the primaries,L13L2 , are identical. A straight
line perpendicular to the ratio axis at the pointf 2 / f 151.23
intersects the diagonal canyon whenL2548 dB SPL (L1

5L2110558 dB SPL) @Fig. 8 ~top panel!#. Two straight
lines corresponding toL2548 dB SPL andL1558 dB SPL
intersect exactly at the bottom of the notch inL13L2 space
@Fig. 8 ~bottom panel!#. Because the canyon spreads continu-
ously in both directions from the point of intersection, which
we considered in Fig. 8~top panel!, we conclude that the
entire canyon is apparently due to an amplitude driven effect,
i.e., becauseL1 changes in thef 2 place duringf 1 sweeps.

The amplitude notch parallel to theL2 axis in theL1

3L2 space is distinctive and sharp@Fig. 8 ~bottom panel!#.
However, the same figure shows that the notch parallel to the
L1 axis is less pronounced. This partial elimination of the
notch may occur because of broadening of thef 2 peak, i.e.,
the place of DPOAE generation, at high levels ofL2 ~Russell
and Nilsen, 1997! and subsequent phase cancellation be-
tween DPOAEs originating from different part of the broad
peak.

B. DPOAE recorded from humans

Data collected for human subjects using the same ex-
perimental paradigms as in the current paper are widely
available in the literature~see, for example, Harriset al.,
1989; Brown and Gaskill, 1990; Abdala, 1996; Stoveret al.,
1999; Kummeret al., 2000; Moulin, 2000!. The pattern of
the DPOAE behavior in this case is very much the same as
the pattern of the calculated DP amplitude with the operating
point of the nonlinearity situated near the point of inflection
of the function~1!. The notch and corresponding phase tran-
sitions are not observed for any amplitude of the primaries.
Again, the similarity between the theoretically derived and
measured curves provides full support for the model. Thus
the model reproduces all of the major features of the experi-
mental data~Fig. 7!. The DPOAE amplitude grows due to an
increase inL1 in the f 2 place when separation between the
primaries decreases. Suppression of the DPOAE amplitude is
observed because of the re-distribution of the energy be-
tween the frequency spectral components with further reduc-
tion of the f 2 / f 1 ratio. The maximum of the DPOAE shifts
toward the largerf 2 / f 1 ratio for higher SPLs of the primaries
due to the more pronounced suppression which is caused by
the high-level primaries. An amplitude notch is sometimes
seen in human DPOAE responses recorded from low-
frequency regions of the cochlea or from hearing-impaired
subjects. This observation possibly indicates that under these
circumstances the operating point of the DPOAE producing
nonlinearity is situated further away from its point of inflec-
tion.

V. DISCUSSION

Data presented in this paper support the view that the
dependence of the DPOAE amplitude on the ratio of prima-
ries for DPOAEs recorded either from guinea pigs or from
humans is a natural consequence of the nonlinearity and fre-

quency selectivity of the system. Variations in the ratio of the
primaries lead to changes in the effective amplitude of the
low-frequency primary in the DPOAE generation place and
consequent amplitude-dependent phenomena at the output of
the nonlinearity, i.e., nonmonotonic growth of the distortion
products and mutual suppression. We identified the DPOAE
producing nonlinearity with the saturating input–output
function of the mechanoelectical transducer. Exactly this
type of nonlinearity shows suppression of the frequency
spectral components at the output when the input signals
reach the level of saturation of the transfer function~Lukash-
kin and Russell, 1998; Faheyet al., 2000!. We suggested that
the decrease in the amplitude of the DPOAE observed for
small f 2 / f 1 ratios is due to the amplitude notch for low and
intermediate values of SPLs of the primaries and to the mu-
tual suppression for high level primaries. Allen and Fahey
~1993! have considered the suppression mechanism to ex-
plain the DPOAE decrease at small ratios of the primaries.
However, because the DPOAE spectral components of dif-
ferent orders peak at about the same frequency of half an
octave below thef 2 , a conclusion was made in favor of
band-pass filtering of the DPOAE energy in the cochlea
~Brown et al., 1992; Allen and Fahey, 1993!. This filter was
associated with the tectorial membrane which, it has been
proposed, is tuned to a frequency about a half of an octave
below the CF of the BM in every location along the cochlear
partition. However, the concept of a ‘‘half an octave below’’
filter could be an oversimplification of the experimental data
~Stoveret al., 1999!. Detailed investigation of the problem
~Schneideret al., 2001! reveals that there is a systematic
variation of the DPOAE peak frequency depending on the
order of the DPOAE. According to our data, the higher-order
DPOAEs have maxima at lowerf 2 / f 1 ratios@Fig. 6~b!#, i.e.,
at about the same frequency as the 2f 1- f 2 component but the
relative position of the DPOAE the maxima can vary de-
pending on the conditions of the recording: the level of the
primaries and the place of the DPOAE generation. Two fac-
tors also make it difficult to localize the DPOAE peaks ex-
actly: the peaks become broader for high level primaries and
the higher-order DPOAEs are contaminated by noise because
of their small amplitude. Within the frame of the current
model we are not able to compare the absolute position of
the theoretical DP maxima along the DP frequency scale be-
cause experimental data on mappingDA1 to the frequency
ratio f 2 / f 1 is lacking. Nevertheless, if we accept the less
strict condition, that the higher-order DPOAEs peak at lower
f 2 / f 1 ratio, then the experimental data@Fig. 6~b!# are in full
agreement with the prediction of the theory@Fig. 6~a!#.

There are two experimental observations that cannot be
explained by the ‘‘filter’’ theory but are in accordance with
the level dependent effects off 1 at the place of the DPOAE
generation. First of all, the ‘‘second filter’’ cannot explain the
bell-like shape of the high-frequency component 2f 2- f 1

@Fig. 6~b!#. The 2f 2- f 1 has a frequency higher than thef 2

primary and should be low-pass filtered by the ‘‘second fil-
ter.’’ However, its amplitude decreases with the reduction of
the f 2 / f 1 ratio as predicted by our model@Fig. 6~a!#. The
second observation refers to the DPOAE amplitude depen-
dence on the ratio of the primaries, which mimic the band-
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pass filter responses, recorded from birds with a tectorial
membrane of very different morphology and from the ears of
lizards without tectorial membrane~Taschenbergeret al.,
1995!. Obviously, the ‘‘second filter’’ hypothesis cannot ex-
plain these last results. Neither can they explain the presence
of the diagonal canyon in the two-dimensional space of the
ratio of primaries and their amplitudes reported in this paper.
The presence of the diagonal canyon cannot be explained if
the bell-like shape of the DPOAE dependence on the ratio of
the primaries is due to a single nonlinear resonance~van Dijk
and Manley, 2001!. In the last case the explanation of the
DPOAE behavior involves a nonsaturating nonlinearity that
does not show the amplitude notches with corresponding
phase transitions in the output spectral components. An al-
ternative explanation~Stover et al., 1999! of the DPOAE
dependence on the ratio of the primaries utilizes an idea
about multiple sources for the DPOAE generation~Furst
et al., 1988; Whiteheadet al., 1992a, b; Brownet al., 1996;
Stover et al., 1996!. According to this hypothesis, the
DPOAE is initially generated near thef 2 characteristic place
and propagates in both basal and apical directions toward the
DPOAE characteristic place, producing stimulus frequency
emission at the DPOAE frequency. The stimulus frequency
emission can also propagate basally and sum with the emis-
sion from the f 2 place. Therefore, the DPOAE emissions
recorded in the ear canal would be the result of the vector
summation of the emission from these two sources. Variation
in the amplitude and phase of the DP from these two sources
can give rise to a complex pattern of the vector sum, and, for
example, originate its bell-like dependence on thef 2 / f 1 ra-
tio. We do not question the existence of the two sources of
the DPOAE which is strongly supported by experimental
evidence~Brown et al., 1996; Moulin and Kemp, 1996a, b;
Stover et al., 1996; Wableet al., 1996; Whiteheadet al.,
1996; Fahey and Allen, 1997; He and Schmiedt, 1997; Heit-
mannet al., 1998!. It is possible that emission from the two
sources may contribute into the decrease in the DPOAE am-
plitude when the separation between the primaries is re-
duced. On the basis of our data we cannot also totally ex-
clude the possibility that the DPOAEs receive a ‘‘second
filtering.’’ However, these models must include a saturating
nonlinearity and frequency selectivity of the cochlea which,
according to our data, can explain the experimental observa-
tion without the involvement of additional mechanisms.
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frequency primaryf 2 in the DPOAE generation place isA2 and this does
not change for different ratios off 2 / f 1 , i.e., the place of generation is the
same for different ratios off 2 / f 1 . This assumption may be incorrect when
f 2 / f 1 is close to unity~Knight and Kemp, 2000!.
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Some published cochlear filterbanks are nonlinear but are fitted toanimal basilar membrane~BM!
responses. Others, like the gammatone, are based onhumanpsychophysical data, but are linear. In
this article, a human nonlinear filterbank is constructed by adapting a computational model of
animal BM physiology to simulate human BM nonlinearity as measured by psychophysical
pulsation-threshold experiments. The approach is based on a dual-resonance nonlinear type of filter
whose basic structure was modeled using animal observations. In modeling the pulsation threshold
data, the main assumption is that pulsation threshold occurs when the signal and the masker produce
comparable excitation, that is the same filter output, at the place of the BM best tuned to the signal
frequency. The filter is fitted at a discrete number of best frequencies~BFs! for which
psychophysical data are available for a single listener and for an average response of six listeners.
The filterbank is then created by linear regression of the resulting parameters to intermediate BFs.
The strengths and limitations of the resulting filterbank are discussed. Its suitability for simulating
hearing-impaired cochlear responses is also discussed. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1416197#

PACS numbers: 43.64.Bt@LHC#

I. INTRODUCTION

Computational models of human peripheral frequency
selectivity have a long history and a wide range of potential
uses. They are a fast way to estimate excitation patterns
along the cochlear partition in response to an arbitrary acous-
tic stimulus and have potential uses in, for example, signal
compression algorithms, automatic speech recognition de-
vices and simulations of individual patterns of hearing loss.
Historically, the computations have used banks of linear
gammatone filters~Pattersonet al., 1992! but more recently
researchers have attempted to use nonlinear filters~Giguère
and Woodland, 1994; Lyon, 1982; Carney, 1993; Goldstein,
1990, 1995; Lopez-Povedaet al., 1998; Meddiset al., 2001!.
Much of what we know about the nonlinear aspects of pe-
ripheral frequency selectivity is derived from animal studies,
particularly from direct observation of the response of the
cochlear partition to acoustic stimulation~Rhode, 1971;
Rhode and Recio, 2000; Robleset al., 1986, 1991; Sellick
et al., 1982; Yateset al., 1990; Ruggeroet al., 1992!. Nev-
ertheless, this information is consistent with recent psycho-
physical observations showing changes with level of the fil-
ter’s best frequency~BF! ~McFadden and Yama, 1983! and
bandwidth~BW! ~Glasberg and Moore, 1990; Rosenet al.,
1998; for a review see Moore and Glasberg, 1987, and
Moore, 1998!. In this work we present a computational al-
gorithm that was originally designed to accommodate animal
observations and demonstrate how it can be adapted to simu-
late the hearing of a single human listener and the average
hearing of a group of listeners.

The new filterbank aims to simulate the basilar mem-
brane~BM! response using an array of point models~Lopez-
Povedaet al., 1998; Meddiset al., 2001!. It is similar in
many respects to gammatone filterbanks that are in current
use. The main difference is that each individual gammatone
filter is replaced by a dual resonance nonlinear~DRNL! filter
unit ~to be described in detail later in this work!. It has al-
ready been shown that the system can be used to model
animal observations. The purpose of the present study is to
show that, given suitable parameter changes, it can also be
used to simulate human psychophysical data. The parameters
of the DRNL units vary with respect to position along the
cochlear partition but are fixed with respect to the intensity
of the stimulus. Nevertheless, it is an emergent property of
the system that the effective BW of each unit changes with
signal level. The primary aim of the present study is to ex-
plore a new methodology for using human psychophysical
data to identify parameters of the DRNL units. A second aim
of the study is to identify mathematical functions that allow
us to specify the parameters of DRNL units at any arbitrary
BF.

Plack and Oxenham~2000! have recently published es-
timates of BM nonlinearity in normal listeners at BFs be-
tween 250 Hz and 8 kHz. These data will be used to help
define the parameters of the DRNL units. They used a ‘‘pul-
sation threshold’’ paradigm~Houtgast, 1972!, which is based
on an auditory illusion whereby an interrupted sound is per-
ceived as being continuous if there is sufficient energy from
another sound during the interruptions. Plack and Oxenham
presented a stimulus consisting of a signal tone at BF rapidly
alternated on three occasions by a low-frequency~LF! tonea!Electronic mail: ealopez@med-ab.uclm.es
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~where LF is defined as 0.63BF!. For every level of the BF
tone, the level of the LF tone was adjusted to find the ‘‘pul-
sation threshold,’’ that is the level at which the perception of
the signal changes from ‘‘pulsed’’ to ‘‘continuous.’’ They ar-
gue that this is the level at which the two tones are generat-
ing equal levels of BM activity in the auditory filter tuned to
the BF tone~see also Houtgast, 1972!. Their method assumes
that the response to a signal as a function of intensity will be
compressively nonlinear at the BF of a filter but linear in the
low-frequency~LF! tail of the filter. This assumption has
received support from both animal~e.g., Sellicket al., 1982!
and human~e.g., Oxenham and Plack, 1997; Nelson and
Schroder, 1999! studies. As a result, a plot of the level of the
LF tone at threshold versus the level of the BF tone provides
an estimate of the BM response at BF. If the auditory system
responds linearly to both tones, the pulsation threshold
should increase linearly with increases in the level of the BF
tone. In fact, the threshold rises only slowly as a function of
the BF tone. This result is consistent with the idea that the
system is nonlinear. Specifically, it shows that excitation
rises more slowly as a function of the intensity of the BF
tone when compared with the response to the LF tone. In
addition, their results show that the amount of nonlinearity
varies as a function of BF.

The aim of the modeling study is to find parameters that
will allow a DRNL unit to simulate these results quantita-
tively as well as qualitatively. In what follows, we describe
the model and the method used to choose appropriate param-
eters. Then, it is shown how well the model can be made to
fit the data. By allowing the parameters to vary as a function
of BF, it is shown that the data can be simulated quantita-
tively at six different BFs. It is shown that the parameters
required to fit the data vary approximately linearly as a func-
tion of log10(BF). It is proposed that functions of this type
could be used as a basis for defining complete DRNL filter-
banks to represent the hearing of an individual listener as
well as the average response of six listeners.

II. THE MODEL

The overall structure of the model is shown in Fig. 1. It
consists of two main stages:~i! an outer/middle-ear filter
function, which transforms a headphone-delivered sound
pressure waveform into a stapes velocity waveform, and (i i )
a DRNL filter that simulates the BM velocity of vibration in
response to stapes velocity.

A. The outer Õmiddle ear stage

A sound pressure waveform produces vibration of the
tympanic membrane, which, in turn, induces the vibration of
the stapes. Each of these two processes of the peripheral
hearing is modeled by means of a linear-phase, 512-point,
finite impulse response~FIR! filter. The coefficients of each

FIR filter were obtained from empirical frequency responses
by applying an inverse fast Fourier transform routine with
MATLAB ~The Mathworks, Inc., ver. 5.3!.

The outer-ear~headphone pressure-to-eardrum pressure!
frequency response is taken from Pralong and Carlile@1996,
Fig. 1~e!# and is shown in Fig. 2~a!. It corresponds to a
typical human outer-ear pressure-gain function measured at a
point close to the tympanic membrane when the stimulus is
delivered through a pair of Sennheiser HD-250 Linear head-
phones. A response measured with a Sony MDR-V6 headset
would have been preferred, as this is the model that Plack
and Oxenham employed to collect their pulsation-threshold
data. Unfortunately, such response is unavailable. However,
both the MDR-V6 and HD-250 are circumaural headphones
and have a fairly flat frequency response in the range of

FIG. 1. Model diagram.

FIG. 2. Stage 1 of the model: human outer/middle ear filter functions. Filled
symbols represent experimental data points. Open symbols represent ex-
trapolation points used for evaluating the model over a wider frequency
range. Lines represent the actual frequency response of the linear-phase,
512-point, FIR filters used in the model.~a! A typical human headphone-to-
eardrum sound pressure gain~from Pralong and Carlile, 1996, Fig. 1E!. ~b!
Stapes peak velocity~m/s! as a function of frequency for a sound pressure
input of 0 dB SPL. The velocity values have been derived from the peak-
to-peak stapes displacement data measured in cadavers by Goodeet al.
~1994, Fig. 1, set: 104 dB SPL!. It is assumed that stapes velocity is linearly
related to pressure.
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interest~100–8000 Hz!. Hence, it is reasonable to assume
that the outer-ear response of Fig. 2~a! is a good approxima-
tion to that measured with the MDR-V6 headset.

The middle-ear response~stapes velocity as a function
of stimulus frequency! is shown in Fig. 2~b! for a stimulus
level at the eardrum of 0 dB SPL. The data is derived from
stapes displacement measurements in cadavers by Goode
et al. ~1994, Fig. 1! after sound pressure stimulation near the
tympanic membrane. Consistent with the observations of
Goode et al., peak stapes velocity is assumed to increase
linearly with stimulus pressure. The range of empirical data
points has been extrapolated from 400–6500 Hz to 100–
10 000 Hz@see Fig. 2~b!# in order to be able to evaluate the
model over a wider frequency range. The extrapolation is
consistent with the measurements of Kringlebotn and Gun-
dersen~1985!.

The same outer- and middle-ear filters have been used
throughout the modeling work described next.

B. The DRNL filter

Stapes motion transmits energy to the intracochlear
fluid, which induces, in turn, motion of the BM. This process
is modeled by a DRNL filter~Meddis et al., 2001! which
simulates the velocity of vibration of a given site along the

BM in response to a given stapes velocity waveform. Its
structure and parameters are shown in Fig. 3~a!. The input
signal follows two independent paths, one linear and one
nonlinear. In the linear path, a gain,g, is applied and then the
signal is filtered through a cascade of~two or three, see later
in this work! first-order gammatone~GT! filters ~parameters:
CFlin and BWlin! followed by a cascade of four second-order
low-pass filters. In the nonlinear path, the input signal is
filtered through a cascade of three first-order GT filters~pa-
rameters: CFnl and BWnl! followed by a nonlinear gain~see
later in this work!, followed by another cascade of three GT
filters having the same parameters~CFnl and BWnl!. During
parameter estimation, the CFnl is set to the frequency of the
probe signal being studied and is not a free parameter. How-
ever, the CF of the linear path (CFlin) is different and typi-
cally below CFnl ~see later in this work!.

The nonlinear gain function is

y~ t !5sign@x~ t !#•min@aux~ t !u,bux~ t !uc#, ~1!

wherex(t) and y(t) are the input and the output signals of
the nonlinearity, respectively, anda, b, andc are parameters
of the model. The details of the time-domain digital imple-
mentation of the DRNL filter are given in the Appendix.

FIG. 3. ~a! Stage 2 of the model: The
DRNL filter ~Meddis et al., 2001!.
The parameters of each block are
shown in the space between the linear
~top! and the nonlinear~bottom! paths.
The output signal from the DRNL fil-
ter is the sum of the signal coming out
of each path.~b! Isointensity response
of the linear ~thin continuous line!,
and nonlinear~thin dotted line! filter-
paths for an input level of 30 dB SPL.
At this low intensity, the summed re-
sponse of the DRNL filter~thick con-
tinuous line! is dominated by the re-
sponse of the nonlinear path.~c! The
same as~b! but for an input level of 85
dB SPL. In this case, the summed re-
sponse is dominated by the response
of the linear path. See text for details.

3109J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 E. A. Lopez-Poveda and R. Meddis: A human cochlear filterbank



The output from the DRNL filter is the sum of the output
from the linear and the nonlinear paths. For consistency with
its original description by Meddiset al., it is assumed to
represent BM velocity.

Although the DRNL unit is simple in construction, the
effects of a change in signal level on its properties are not
immediately apparent. To help visualize these, two extra fig-
ures are supplied. Figure 3~b! shows separately the filter out-
put as a function of signal frequency for the linear and the
nonlinear path for a 30 dB SPL input signal. These functions
are generated using the parameters to be used later for the
1-kHz site~subject YO, Table I!. The combined output of the
DRNL unit is shown as the thick continuous line and is sim-
ply the sum of the two filter functions. Note that the nonlin-
ear function dominates the output and is the main determi-
nant of the shape of the summed output function. Figure 3~c!
shows the same set of functions but this time for an 85 dB
SPL signal. The linear filter function has grown considerably
while the nonlinear filter function has grown very little. This
is because the nonlinearity is compressive. As a conse-
quence, the output from the linear function dominates the
aggregate output. The thick line representing the summed
output of the DRNL unit is now a much wider filter function
than that shown in Fig. 3~b!. In addition, we can see that the
BF of the DRNL unit has shifted to a lower frequency.

At very low signal levels, the DRNL unit operates lin-
early. This is because the nonlinear path is linear for low
signal inputs@see Eq.~1!#. At very high signal levels, the
DRNL also operates essentially as a linear filter. This is be-
cause the linear filter comes to dominate the output. These
properties of the DRNL filter are consistent with the data of
Plack and Oxenham~2000! which often show a linear re-
sponse at low signal levels, followed by a compressive non-
linearity and then followed by a return to linearity at 80 dB
SPL. A similar return to linearity is also sometimes found in
observations of animal BM response, although its signifi-

cance is disputed~Ruggeroet al., 1996, Fig. 1; Johnstone
et al., 1986, Fig. 5; Rhode and Cooper, 1996, Fig. 7!. Note
that the effect of signal level on filter width, BF and nonlin-
earity are emergent properties of a level-independent set of
model parameters.

III. MODELING HUMAN BM NONLINEARITY FOR
NORMAL-HEARING SUBJECTS

A. Method

The model was tuned to simulate human BM nonlinear-
ity as estimated by psychoacoustical experiments of pulsa-
tion threshold~Plack and Oxenham, 2000!. Plack and Oxen-
ham presented subjects with a stimulus consisting of a
number of interleaved segments of a signal tone and masker
tone. Each individual segment was ramped up and down
~2-ms raised-cosine ramps! and the frequency of the masker
was 0.6 times the frequency of the signal. They measured
signal frequencies of 250, 500, 1000, 2000, 4000, and 8000
Hz. For any given signal level, the task was to measure the
masker threshold level at which the subject reports the signal
to sound ‘‘pulsating’’ as opposed to continuous. Background
noise was used to prevent off-frequency listening. Figure 4
symbols show their experimental findings for one subject
~YO, filled circles! together with the average response of the
six subjects considered in their experiment~open circles!.

Here, it is assumed that pulsation threshold occurs when
the signal and the masker produce the same amount of exci-
tation at the place of the BM of maximum excitation to the
signal frequency. For this reason, the paradigm for evaluating
the model was a simplified version of that used by Plack and
Oxenham. Instead of using a pulsating stimulus, the signal
tone and the masker tone were passed independently through
the model. Signal and masker frequencies were the same as
those used by Plack and Oxenham. Both tones had a duration

TABLE I. DRNL parameters at various signal frequencies used throughout to simulate the characteristics of
subject YO’s normal hearing. In principle, this set of parameters is ‘‘subject specific.’’ The bottom rows show
the actual BF and BW3dB of the DRNL filters.

Signal frequency~Hz! 250 500 1000 2000 4000 8000

DRNL linear path
No. cascaded GT filters 2 2 2 2 2 2
CFlin ~Hz) 235 460 945 1895 3900 7450
BWlin ~Hz) 115 150 240 390 620 1550
g 1400 800 520 400 270 250
LPlin cutoff ~Hz! CFlin CFlin CFlin CFlin CFlin CFlin

No. cascaded LP filters 4 4 4 4 4 4

DRNL nonlinear path
No. cascaded GT filters 3 3 3 3 3 3
CFnl ~Hz) 250 500 1000 2000 4000 8000
BWnl ~Hz) 84 103 175 300 560 1100
a 2124 4609 4598 9244 30274 76354
b @(m/s)(12c)# 0.45 0.280 0.130 0.078 0.060 0.035
c 0.25 0.25 0.25 0.25 0.25 0.25
LPnl cutoff ~Hz! CFnl CFnl CFnl CFnl CFnl CFnl

No. cascaded LP filters 3 3 3 3 3 3

DRNL filter BF ~Hz! 260 508 1002 2006 3978 7720
DRNL filter BW3dB ~Hz) 47 70 118 210 415 755
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of 84 ms and were ramped up and down with 2-ms raised-
cosine ramps. At each frequency, the signal level was varied
within the ranges used by Plack and Oxenham. The sampling
frequency (f s) was 64 000 Hz.

At each BF, the model’s peak response to the signal
(OS) and the masker (OM) was measured during the last half
of the stimulus duration in order to avoid any effects that
may occur at the onset. For each signal level (LS), the task
was to find out a masker level (LM) such that the ratio
OS/OM was equal to~or just exceeded! a value of one.

B. Parameter optimization

Two sets of model parameters were chosen so as to op-
timize the match between the model results and the two sets
of experimental data shown in Fig. 4. However, the model
contains a large number of parameters. Not all of them were
allowed to vary. Some parameters were fixed by introducing
constraints to the search space. These constraints are based
on our current understanding of the cochlear response as ex-
plained later in this work.

CFnl was fixed at the probe signal frequency. Consistent
with Meddiset al. ~2001!, the cut-off frequencies of the low-
pass filters in the linear and the nonlinear paths~LPlin and
LPnl! were fixed equal to the CF of the GT filters in their
respective paths~CFlin and CFnl!.

The compression exponent,c, was also fixed at 0.25
across BF. This may appear to be surprising in view of the
fact that the slopes of the functions in Fig. 4 change with
signal frequency. However, the slope of the psychophysical
functions in Fig. 4 is only indirectly related to the compres-
sion function in Eq.~1!. The psychophysical functions, in the

model at least, are based on the summed activity of two
components, only one of which is nonlinear. The linearity of
one component dilutes the nonlinearity of the other in the
output of the DRNL unit. We had previously found~Meddis
et al., 2001! that a fixed value of the compression exponent,
c, was consistent with the variation observed in the slopes of
the input/output functions in the animal data. By adopting
the same strategy on this occasion, it was possible to produce
a quantitative match to the data while benefiting from the
need to estimate one parameter less.

Parametera of the nonlinearity is responsible for the
‘‘sensitivity’’ at the tip of filter. It, therefore, determines the
BM response at the absolute hearing threshold~AHT!. There
is evidence that AHT occurs at a BM velocity in the region
of 531025 m/s ~Ruggeroet al., 1997!. For this reason,a
was fixed so that the DRNL filter output peak velocity is 5
31025 m/s at the subject’s hearing threshold.

Parameter CFlin determines the BF of the DRNL filter at
high levels, when the linear filter path dominates the DRNL
output ~see Fig. 3!. There is physiological~e.g., Rhode and
Recio, 2000! and psychophysical~McFadden and Yama,
1983! evidence of a shift in BF as a function of level. For
this reason, an important initial constraint was set on CFlin by
requiring it to be lower than CFnl. The shift found by Mc-
Fadden and Yama from 65 to 95 dB SPL gives a ratio
BF65/BF95 of approximately 1.1 to 1.4. This does not imply
directly that the ratio CFnl /CFlin must be set within that range
in the model. Because the DRNL filter is the sum of two
components, each of which consists of a number of cascaded
gammatone filters, followed by low-pass filters, its BF is not
equal to either CFlin or CFnl. However, by trial and error, we

FIG. 4. Comparison between the experimental pulsation threshold data~Plack and Oxenham, 2000, Fig. 2! and the model. Filled symbols represent the data
for subject YO. Open symbols represent the average data for the six listeners in the study. Error bars represent an interval of61 standard deviation. The thick
continuous line represents the model behavior with the optimum set of parameters for subject YO~Table I!. The thin continuous line shows the model behavior
with the optimum set of parameters for the average data~Table II!. The thin dashed line shows the response of the filterbank parameters calculated with the
regression lines in Table III, average response. The dotted line illustrates a linear behavior. See text for details.
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have been able to conclude that the observed BF65/BF95 ratio
can be modeled by setting the ratio CFnl /CFlin>1.025 ap-
proximately~see Tables I and II!.

Another important constraint was set by requiring the
DRNL filter functions near threshold to have 3-dB-down
bandwidths (BW3dB) that are consistent with the human psy-
chophysical observations specified in the formula given by
Glasberg and Moore~1990! ~see later in this work!. This
criterion constrains BWnl as the nonlinear filter path domi-
nates the DRNL filter function at threshold. It does not mean,
however, that BWnl is set equal to the value given by Glas-
berg and Moore. Since the DRNL filter function at threshold
is the result of a number of cascaded GT filters, the effective
DRNL filter BW is somewhat lower than BWnl, the BW of
the individual GT filters. As a result, BWnl must be greater
than the human psychophysical bandwidths~see Tables I and
II !.

A weaker constraint was introduced on BWlin so that the
effective DRNL filter BW at high levels~when the linear
filter dominates the DRNL filter output! is larger than at
threshold, in agreement with psychophysical human filter
functions. It was decided not to set any stronger numerical
constraints on BWlin as it deeply influences DRNL filter out-
put to the masker and hence the psychophysical data func-
tions in Fig. 4. These functions can be characterized~from
left to right! as an initial linear, a compressed, and a final
linear section. When concentrating on these separate fea-
tures, the modeler was able to use the following rules when
varying the remaining parameters~b, g, and BWlin! to opti-
mize the fit. The gainb was varied to set the height of the
compressed section in the functions of Fig. 4. Finally, once
parametera has been fixed~see earlier in this work!, the gain
g together with BWlin were set so that the height of the initial
linearity could be reproduced and so thatOM ~the response to
the masker! is approximately equal toOS ~the response to the

signal! at 85 dB SPL, in agreement with the psychophysical
data of Fig. 4.

With the above mentioned constraints, the variable pa-
rameters were varied manually to optimize the fit by mini-
mizing the Euclidean distance between the psychophysical
data and the model results. Parameters to fit the data of sub-
ject YO ~Table I! were found in the first place. These were
then adjusted to find optimum parameters to fit the average
pulsation thresholds in the Plack and Oxenham study~Table
II !. It is important to notice that across BFs the experimental
average pulsation thresholds are 8 to 9 dB higher than those
of subject YO~in Fig. 4, compare open and closed symbols!.
Based on our main assumption that pulsation threshold oc-
curs when the masker and the signal produce equal levels of
BM excitation ~see also Houtgast, 1972, and Plack and Ox-
enham, 2000!, this result implies that the auditory filters cor-
responding to the average response are necessarily steeper in
their low-frequency tail~at 0.63BF! than those of subject
YO. In the model, this effect can be achieved in two ways:
either by reducing BWlin or by increasing the number of
cascaded gammatone filters in the linear path. The necessary
adjustments to BWlin would require its value to be lower than
BWnl, hence violating one of the constraints set previously. It
was, therefore, decided to allow the number of cascaded
gammatone filters in the linear path to vary from two~for
subject YO! to three~for the average response! in order to
account for the ‘‘vertical’’ variability in pulsation thresholds.
The issue is further discussed in Sec. IV.

C. Creating a human filterbank

A computational model like the one presented here is
expected to be used as part of larger models of the auditory
periphery. This sort of application usually requires a filter-
bank rather than a discrete number of filters.

TABLE II. DRNL parameters at various signal frequencies used throughout to simulate the average pulsation-
threshold data. The bottom rows show the actual BF and BW3dB of the DRNL filters. Note that, in this case, the
number of cascaded GT filters in the linear path is 3, whereas it was 2 for subject YO~Table I; see text for
details!.

Signal frequency~Hz! 250 500 1000 2000 4000 8000

DRNL linear path
No. cascaded GT filters 3 3 3 3 3 3
CFlin ~Hz) 244 480 965 1925 3900 7750
BWlin ~Hz) 100 130 240 400 660 1450
g 1150 850 520 410 320 220
LPlin cutoff ~Hz! CFlin CFlin CFlin CFlin CFlin CFlin

No. cascaded LP filters 4 4 4 4 4 4

DRNL nonlinear path
No. cascaded GT filters 3 3 3 3 3 3
CFnl ~Hz) 250 500 1000 2000 4000 8000
BWnl ~Hz) 84 103 175 300 560 1100
a 2194 5184 7558 9627 22288 43584
b @(m/s)(12c)# 0.450 0.280 0.130 0.078 0.045 0.030
c 0.25 0.25 0.25 0.25 0.25 0.25
LPnl cutoff ~Hz! CFnl CFnl CFnl CFnl CFnl CFnl

No. cascaded LP filters 3 3 3 3 3 3

DRNL filter BF ~Hz! 258 508 998 2006 3978 7720
DRNL filter BW3dB ~Hz) 50 68 118 210 415 755
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Figure 5 shows the variation of the two sets of model
parameters as a function of BF. In both cases, it shows that
the logarithm of each parameter as a function of the loga-
rithm of BF can be approximated by a linear relationship as
follows:

log10~parameter!5p01m log10~BF!, ~2!

wherep0 and m are the regression coefficients. This result
suggests a possible way of creating a filterbank by linear
regression of each parameter at intermediate BFs. The re-
gression coefficients,p0 , and m, have been estimated for
each parameter using least squares regression and are re-
ported in Table III. With these regression equations, it is
possible to specify the values of the free parameters for a
DRNL representation of YO’s or the average-listener’s hear-
ing at BFs between 250 Hz and 8 kHz. In what follows, only
the results of the average-response filterbank are shown as
those for subject YO’s filterbank are similar.

D. Results

1. Input Õoutput curves

Figure 4 compares the experimental data~Plack and Ox-
enham, 2000, Fig. 2! and the model results for both data sets
~subject YO and average responses!. For the most part, the fit
is quantitatively very good in both cases. At BF5250 Hz, the

model masking function is mainly linear, while at 1000 Hz,
the model shows a three stage function~linear, compressed,
then linear again!. At 8000 Hz, the model replicates the al-
most wholly compressed nature of the function except for the
return to linearity at high signal levels. The only significant
failures occur at BF52000 Hz, where the model fails to
simulate the linearity at 30 dB SPL for subject YO, and at
BF58000 Hz, where the model fails to simulate the linearity
at 80–85 dB SPL. The failure at 2000 Hz is linked to one of
the parameter constraints that fixes the tip sensitivity param-
eter,a, to agree with the YO’s or the average hearing thresh-
old. It may also be a consequence of the fact that the outer-
ear or the cadaver-based, middle-ear function do not
correspond to subject YO’s. The failure at 8000 Hz is linked
to the deep notch in the outer-ear response@see Fig. 2~a!#.
Pralong and Carlile~1996! pointed out that the greatest vari-
ability in outer-ear responses from trial to trial occurs pre-
cisely at around 8000 Hz. Their result is consistent with the
findings of Kulkarni and Colburn~2000! and Møller et al.
~1995!. This suggests that at this particular frequency the
outer-ear function shown in Fig. 2~a! is inappropriate to
model the response of the subjects with the headphones used
by Plack and Oxenham. Although not shown here, we did
find an almost perfect match to the 8-kHz data assuming a
flat outer-ear response at this frequency.

The dashed thin line in Fig. 4 shows the fit to the aver-
age data using the filterbank parameters calculated by linear
regression. The overall behavior is maintained. The filter-
bank response is within one standard deviation of the aver-
age response for the most cases. The fit, however, gets worse,
as would be expected from using a set of parameters that is
not optimum for the specific data set.

2. Thresholds and filter bandwidths

Figure 6~a! shows a good match between the experimen-
tal and the model thresholds~assumed to occur at an output
velocity of 531025 m/s! both for subject YO and the aver-
age data. This justifies the values selected for parametera.

The figure also shows the thresholds estimated with the
average-filterbank parameters. The larger deviations between
experimental and filterbank values are less than 5 dB. They

FIG. 5. Optimum model parameters as a function of BF.~a! Parameters for
subject YO, Table I.~b! Parameters to fit the average data of six listeners,
Table II. Note that the relationship between log10(parameter) and log10(BF)
can be approximated as linear in both cases. Note also that the most variable
parameter from a linear regression isa, which is adjusted to fit the subjects’
threshold.

TABLE III. Regression-line coefficientsp0 andm for creating the filterbank
assuming a relationship of the form: log10(parameter)5p01m log10 (BF),
with BF expressed in Hz.

DRNL filter parameter

Subject YO Average response

p0 m p0 m

CFlin 20.102 05 1.023 85 20.067 62 1.016 79
BWlin 0.184 58 0.744 70 0.037 28 0.785 63
CFnl 20.059 12 1.018 32 20.052 52 1.016 50
BWnl 20.037 39 0.775 79 20.031 93 0.774 26
a 0.788 80 1.017 92 1.402 98 0.819 16
b 1.439 70 20.751 38 1.619 12 20.818 67
c 20.602 06 0.000 00 20.602 06 0.000 00
g 4.305 06 20.509 42 4.204 05 20.479 09
LPlin cutoff 20.102 05 1.023 85 20.067 62 1.016 79
LPnl cutoff 20.059 12 1.018 32 20.052 52 1.016 50
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occur at 0.5, 2.0, and 8.0 kHz and correspond to the largest
deviations of the optimum values of parametera over its
regression line@Fig. 5~b!#.

Figure 6~b! shows the approximate BW3dB of the mod-
eled filters compared with the human as calculated by the
Glasberg and Moore~1990! formula:

BW3dB>0.893ERB>0.893@24.73~4.37BF11)], ~3!

where BF is expressed in kHz. The modeled BW3dB were
calculated directly from the isoresponse curves and not by
applying thecritical band paradigm used by Glasberg and
Moore. For this purpose, the isoresponse curves were evalu-
ated at a number of stimulus frequencies around the filter’s
BF enough to determine the 3-dB-down cutoff frequencies
with reasonable accuracy~62 Hz!. It can be seen that the
DRNL filter BWs are a good match to the psychophysical
data. The average filterbank BW3dB match the human band-
widths except for 8 kHz, where the filterbank BW3dB is
around 150 Hz lower.

3. Isointensity response

Figure 7~a! shows the isointensity response of the model
with the set of parameters given in Table II, optimized to fit
the average pulsation threshold data~the response with the
subject YO parameters of Table I is similar!. The curves
correspond to stimulus levels from 30 to 70 dB SPL in steps
of 10 dB and have been normalized to give a gain of 0 dB at
their peak value. The psychophysical filtershapes derived by
Baker et al. ~1998! are shown in Fig. 7~b! for comparison.
Finally, Fig. 7~c! shows the filter shapes of the average fil-
terbank~Table III!.

The model curves show distinct notches below BF that
are not reported in the psychophysical literature. In the

model, the notches are the result of phase cancellation be-
tween the outputs of the linear and nonlinear paths. Similar
notches have been consistently observed in physiological
measurements of the cochlear partition in chinchilla~e.g.,
Rhode and Recio, 2000! and may be the explanation for
‘‘Nelson’s notches’’~Kiang et al., 1986, Fig. 5! occasionally
reported in auditory nerve rate/intensity functions. If human
listeners monitor a number of adjacent filters simultaneously
and pay attention to the filter with the best signal/noise ratio,
it is unlikely that these notches will be observed psycho-
physically as they offer a relatively poor signal to noise ratio.

The model filter function gets wider as the level of the
stimulus increases. This is an important property of the
DRNL filter consistent with the physiological~e.g., Rhode
and Recio, 2000! and psychophysical behavior~e.g., Baker
et al., 1998; Rosenet al., 1998; Glasberg and Moore, 2000!.

Although not seen in Fig. 7, from 65 to 95 dB SPL there
is a shift in the model BF towards lower BFs such that the
ratio BF65/BF95 ranges from about 1.10~at BF54 kHz! to
1.24~at BF58 kHz!. The shifts are even larger~1.15 to 1.52!
with YO’s optimum parameters. Such shifts are consistent
with the physiology~e.g., Rhode and Recio, 2000! and have
also been observed psychophysically when adequate nonsi-
multaneous masking paradigms are employed~e.g., McFad-
den and Yama, 1983!.

IV. DISCUSSION

The modeling exercise had two main aims. The first aim
was to show that DRNL filters could be used to simulate
psychophysical estimates of filter width and compression.
The second aim was to show that the DRNL parameter
changes are orderly with respect to BF. The close qualitative

FIG. 6. ~a! Experimental and model thresholds. Abso-
lute threshold is assumed to occur at a BM velocity 5
31025 m/s. Subject YO’s thresholds~filled circles!
match the corresponding model thresholds~crosses! es-
timated with the parameters in Table I. Likewise, the
average threshold of the six listeners~open circles!
match the model response~open triangles! calculated
with the parameters in Table II. The thresholds esti-
mated using the average-filterbank interpolated param-
eters~squares! are a reasonable match to the experimen-
tal average thresholds. The larger discrepancies at 0.5,
2, and 4 kHz are less than 5 dB and are the result of the
deviation between the optimum~Table II! and the re-
gression values for parametera. ~b! A 3-dB-down band-
width of the modeled filters compared with the human
data as predicted by the Glasberg and Moore~1990!
formula. Note the good match between them. The larg-
est discrepancy occurs for the filterbank at 8 kHz. See
text for details.
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and quantitative fits of the modeling results to the psycho-
physical data in Fig. 4 indicate that the first aim has been met
with respect to both a single listener, YO, and the average
response of six listeners. Similarly, the good fit of the regres-
sion functions in Table III suggests that the relationship be-
tween the parameters and BF is orderly enough to allow a
filterbank to be generated for any point along the basilar
membrane. This appears to be the case at least for the region
representing a range of BFs between 250 Hz and 8 kHz.

The fitting process depends critically on three important
assumptions. First, it assumes that the DRNL architecture
gives an adequate account of the response of the cochlear
partition to acoustic stimulation. Arguments in favor of this
assumption are presented in Meddiset al. ~2001!. Second, it
assumes that the pulsation threshold really does represent a
condition in which the excitation of the masker,OM , is equal
to that generated by the probe signal,OS. Arguments in
favor of this assumption are presented by Houtgast~1972!

and Plack and Oxenham~2000!. However, the data of Plack
and Oxenham also show that subjects with similar absolute
hearing thresholds have pulsation thresholds that differ by as
much as 20 dB~cf. subjects AO and YO in the original
study!. If the assumption was strictly correct, it would imply
that their filters would be as much as 20 dB different at the
masker frequency. Such intersubject variability seems rather
large. Moore~1998, Fig. 3.19! gives an example of intersub-
ject variability at BF51 kHz, where the filter shapes of four
subjects at 600 Hz~50.63BF! differ by no more than 10 dB.
Therefore, it is possible that the pulsation threshold occurs at
ratios OS/OM less than one for some subjects. The topic
needs further investigation.

The third assumption is that listeners are able to attend
selectively to the output of a single filter. This assumption is
made in many psychophysical experiments and has proved to
be of pragmatic value. To reduce the risk associated with this
assumption, Plack and Oxenham~2000! took steps to mini-
mize off-frequency listening.

The study does have some technical weaknesses that
will need to be addressed in future studies. The outer ear
function used in the model was based on measurements
made on different subjects wearing different headphones
from those in the Plack and Oxenham study. Furthermore,
the middle-ear function used in the model was based on mea-
surements made in cadavers. Ideally, we should have used
measurements of the stapes response to headphone-delivered
acoustic stimulation for the same subjects, with the same
headphones as used in the psychophysical study. This is, of
course, not practical and it is not immediately clear how this
function is to be best estimated. Although the subjects’ au-
diograms were available, they could not be used as a substi-
tute for an outer/middle ear function because this would im-
ply that no processes subsequent to the outer/middle ear
contributes to the audiogram.

A second weakness of the model is that it does not ad-
dress the issue how the filter BF changes with signal level.
Animal studies show that BF does shift in this way. If this is
also the case with human listeners, then it follows that lis-
teners must redirect their attention to a different site when
the probe signal level changes. We have made no attempt
here to model this effect. In effect, the procedure previously
described assumes that adjacent filters have very similar
characteristics. This is despite that fact that the study as a
whole shows that the characteristics of the filters are chang-
ing along the cochlear partition. Future studies will need to
use a fine grain filterbank with facilities for taking the output
from the filter whosecurrent BF corresponds to the probe
signal frequency.

The DRNL model is a point model in that there are no
connections between the individual filter units. As a conse-
quence, distortion products generated in one DRNL unit do
not propagate to other units. This is unlikely to give rise to
fatal difficulties when modeling the response to two tones at
well-spaced frequencies, as is the case the Plack and Oxen-
ham data. However, one of the attractions of a nonlinear
filterbank is its potential for modeling such phenomena as
two-tone suppression and combination tones. In this respect,
while the DRNL units of the filterbank proposed earlier are

FIG. 7. ~a! Isointensity curves modeled with the optimum parameters to
match the average data~Table II!. The response has been normalized to give
a gain of 0 dB at its peak value.~b! Psychophysical filter shapes by Baker
et al. ~1998, Fig. 1!. In both sets of curves, the stimulus level ranged from
30 to 70 dB SPL.~c! Isointensity curves modeled with the average-
filterbank parameters~Table III!.
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able to generate ‘‘local’’ suppression and distortion products
~Meddis et al., 2001!, a more complete model is needed to
simulate effects that are not local to the probe tone. For
instance, suppression has been shown to occur for suppressor
tones with frequencies well below the probe~Abbas and Sa-
chs, 1976; Duifhuis, 1980!. Models alternative to the DRNL
filter exist that claim to be able to account for this phenom-
enon ~Goldstein, 1990, 1995!. Future work is required to
address this issue as far as the DRNL is concerned, as well as
to make a detailed comparison concerning the relative merits
of the various nonlinear filters that have been published re-
cently.

The modeling study above was careful to use the data of
a single subject~at least for the compression data!. This is
because DRNL units may prove useful for modeling the im-
paired hearing of individuals. If this proves to be feasible on
a routine basis, it could be used to optimize the characteris-
tics of hearing aids before supplying them to patients. Figure
8 shows an example of how the model can be tuned to fit
hearing-impaired data for three different subjects~Oxenham
and Plack, 1997, Fig. 5!. In this case, the signal frequency
was 2 kHz and the masker frequency 1 kHz. The model was
evaluated using the same paradigm as described earlier. The
parameters were identical to those in Table I~2 kHz! for
normal-hearing subject YO, except for the gains~a, b, and
g!, which were reduced to model impaired hearing. For sub-
ject JK, with severe hearing loss, it was also necessary to
reduce BWlin ~see Fig. 8 caption!. Further studies will be
required to evaluate the potential of this methodology.
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APPENDIX: DIGITAL IMPLEMENTATION OF THE
DRNL FILTER

The DRNL filter was implemented digitally in the time
domain by implementing each of its filters and gains as a
digital component. The implementation of each building
component was done as follows.

1. The gammatone filters

The GT filter has an impulse response of the form
~Pattersonet al., 1992!

h~ t !5kt~n21! exp~22pBt!cos~2p f ct1w! ~ t>0!,
~A1a!

h~ t !50 ~ t,0!, ~A1b!

wheren is the order of the filter,B is its bandwidth,f c is its
center frequency,w is its phase, andk is a gain.

The DRNL filter uses several cascades of first-order (n
51) GT filters only~see Fig. 3 and main text!. They were
implemented digitally as an infinite impulse response filter as
follows ~M. Stone, Exp. Psychology Lab., Cambridge, UK,
personal communication, see also Slaney, 1993!:

y@ i #5a0•x@ i #1a1•x@ i 21#2b1•y@ i 21#

2b2•y@ i 22#, ~A2!

where@i# refers to theith sample of the digital signal,x and
y are the input and output signals to/from the filter, respec-
tively, and the coefficients are calculated as follows:

a05U11b1 cosu2 jb1 sinu1b2 cos~2u!2 jb2 sin~2u!

11a cosu2 j a sinu U,
~A3a!

a15a•a0 , ~A3b!

b152a, ~A3c!

b25exp~22f!, ~A3d!

where

u52p f cdt, ~A3e!

f52pBdt, ~A3f!

a52exp~2f!cosu, ~A3g!

and j 5A(21), anddt is the sampling period of the digital
signal.

FIG. 8. Model fits~continuous lines! to hearing-impaired responses of the
three different subjects~symbols!. Experimental data from Oxenham and
Plack ~1997, Fig. 5!. The dotted line illustrates a linear behavior. The fre-
quency of the signal and the masker are 2 and 1 kHz, respectively. Note that
subjects MV and AR show mild hearing loss~thresholds of 44 and 37 dB
SPL, respectively!. Subject JK, however, suffers from severe hearing loss
~threshold567 dB SPL! and hence shows no compression. The parameters
in Table I~2 kHz! where used, except for the gains~a, b, andg!, which were
reduced to model impaired hearing, and BWlin which, in the case of subject
JK, was also reduced to model severe impaired hearing. The parameter
modifications with respect to those in Table I are as follows: for subject AR,
a5480, b50.06, andg595; for subject MV,a5220, b50.035, andg
595; for subject JK,a50, b5irrelevant given thata equals zero,g530,
and BWlin5320.
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2. The low-pass filters

The DRNL filter implementation includes several cas-
cades of second-order Butterworth lowpass filters~see Fig. 3
and main text!. These were implemented digitally as follows:

y@ i #5C•x@ i #12•C•x@ i 21#1C•x@ i 22#2D•y@ i 21#

2E•y@ i 22#, ~A4!

where the coefficients are

C5
1

11A2 cotu1cot2 u
, ~A5a!

D52C~12cot2 u!, ~A5b!

E5C~12A2 cotu1cot2 u!, ~A5c!

and

u5p f cdt, ~A5d!

wheref c is the 3-dB-down cut-off frequency of the low-pass
filter, anddt is the sampling period of the digital signal.

3. The linear gain

The gain in the linear path of the DRNL filter was
implemented digitally in the time domain as follows:

y@ i #5g•x@ i #, ~A6!

where@i# refers to theith sample of the digital signal, andx
andy are the input and output signals to/from the linear gain
stage, respectively.

4. The nonlinearity

The time domain digital implementation of the ‘‘broken-
stick’’ nonlinearity was as follows:

y@ i #5sign~x@ i # !•min~aux@ i #u, bux@ i #uc!, ~A7!

where@i# refers to theith sample of the digital signal,x and
y are the input and output signals to/from the nonlinearity,
anda, b, andc are parameters.
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Distortion product otoacoustic emission inputÕoutput functions
in normal-hearing and hearing-impaired human ears
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DPOAE input/output~I/O! functions were measured at 7f 2 frequencies~1 to 8 kHz; f 2 / f 151.22!
over a range of levels~25 to 95 dB SPL! in normal-hearing and hearing-impaired human ears.
L1-L2 was level dependent in order to produce the largest 2f 1- f 2 responses in normal ears. System
distortion was determined by collecting DP data in six different acoustic cavities. These data were
used to derive a multiple linear regression model to predict system distortion levels. The model was
tested on cochlear-implant users and used to estimate system distortion in all other ears. At most but
not all f 2’s, measurements in cochlear implant ears were consistent with model predictions. At all
f 2 frequencies, the ears with normal auditory thresholds produced I/O functions characterized by
compressive nonlinear regions at moderate levels, with more rapid growth at low and high stimulus
levels. As auditory threshold increased, DPOAE threshold increased, accompanied by DPOAE
amplitude reductions, notably over the range of levels where normal ears showed compression. The
slope of the I/O function was steeper in impaired ears. The data from normal-hearing ears resembled
direct measurements of basilar membrane displacement in lower animals. Data from ears with
hearing loss showed that the compressive region was affected by cochlear damage; however,
responses at high levels of stimulation resembled those observed in normal ears. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1417524#

PACS numbers: 43.64.Ha, 43.64.Jb@BLM #

I. INTRODUCTION

Distortion product otoacoustic emissions~DPOAEs! are
produced by nonlinear mechanisms within the cochlea that
are tied to outer hair cell~OHC! function. Normal OHC
function is necessary for the auditory sensitivity, sharp fre-
quency resolution, and wide dynamic range that are hall-
marks of normal auditory function. A literature exists de-
scribing normal patterns of DPOAEs@see Probstet al.
~1991! or Lonsbury-Martinet al. ~2001! for reviews#. It is
well known that damage to the OHCs results in reduced au-
ditory sensitivity ~e.g., Dalloset al., 1978; Liberman and
Dodds, 1984!. As a consequence, one would expect that
some relation would exist between DPOAEs and auditory
threshold. Indeed, many studies have shown that DPOAEs
are reduced or absent in ears with hearing loss~e.g., Martin
et al., 1990; Bonfils and Avan, 1992; Avan and Bonfils,
1993; Gorgaet al., 1993, 1996, 1997, 2000; Stoveret al.,
1996; Kim et al., 1996!. DPOAEs are now in common use
for the purposes of identifying normal or impaired auditory
function, as defined by threshold sensitivity. In these appli-
cations, eliciting stimuli are typically presented at a single
moderate level, DPOAE level~or signal-to-noise ratio, SNR!
is measured, and a determination is made as to whether the
response would be expected from an ear with normal hearing
or an ear with hearing loss. The clinical utility of these mea-
surements is based on the theory that OHC function is im-
portant in determining both DPOAE level and auditory sen-
sitivity.

Furthermore, damage to the OHCs might be expected to
affect the way cochlear responses grow with level. For ex-
ample, normal input/output~I/O! functions derived from di-
rect basilar membrane~BM! measurements~Ruggero and
Rich, 1991; Ruggeroet al., 1997! and from ear-canal record-
ings ~Norton and Rubel, 1990; Whiteheadet al., 1992a, b;
Mills et al., 1993; Mills and Rubel, 1994! in lower animals
show a similar pattern of response. When a place on the BM
is driven at its best or characteristic frequency~CF!, there is
linear growth in response to low stimulus levels, nonlinear
growth at moderate levels, and a linear response to stimuli
presented at high levels~e.g., Ruggero and Rich, 1991!.
However, when this same place is driven by a tone whose
frequency is well below CF, the level at which motion is first
detected is elevated, there is little or no evidence of compres-
sion, and the slope is steeper, compared to the slope for CF
tones. Following administration of furosemide, an agent
known to affect the stria vascularis~which maintains the en-
docochlear potential that serves as the power supply for
OHC motility!, the lowest level at which BM motion was
detected was elevated, compression was reduced, and the
slope of the I/O function was steepened when the stimulus
was at CF. Thus, disabling the OHCs resulted in a response
to a tone at CF that was reminiscent of the response to a tone
lower in frequency relative to CF. Interestingly, the adminis-
tration of furosemide had no influence on the response to the
tone below CF.

Similar patterns have been observed in indirect measure-
ments of response growth to tonal stimuli from lower ani-
mals with normal and abnormal cochlear function. Specifi-
cally, DPOAE I/O functions were nearly linear at levels closea!Electronic mail: dornp@boystown.org
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to threshold, demonstrated compression for moderate-level
stimuli, and showed a more linear pattern at high levels.
~Whiteheadet al., 1992b; Norton and Rubel, 1990; Mills and
Rubel, 1994; Ruggero and Rich, 1991!. Systematic changes
in these DPOAE I/O functions were observed following the
administration of ototoxic drugs or soon after the animal was
sacrificed. DPOAE threshold was elevated, the region of
compression was reduced, and the slope steepened. Just as
the normal DPOAE I/O function resembled direct BM mea-
surements from lower animals, so did the DPOAE I/O func-
tion following cochlear insult.

DPOAE I/O data have been described in terms of two
distinct sources~Norton and Rubel, 1990; Whiteheadet al.,
1992a, b; Mills and Rubel, 1994!. One is a low-level source
that is active, sharply tuned, and governed by interactions
between the OHCs and mechanical motion of the BM. This
source is physiologically vulnerable, as evidenced by large
response changes at low and moderate levels when the co-
chlea is damaged. In the two-source model, there also is a
high-level source that is thought to be passive, underlies the
active components at low-levels, and reflects BM vibration
without acting upon it. This source is more resistant to co-
chlear trauma, shows little reduction in amplitude between
pre-and post-trauma conditions, and exhibits response
growth that is more linear, compared to the low- and
moderate-level portion of the I/O function. Whiteheadet al.
~1992a, b! further note that the low-level and high-level por-
tions of the function are differentially altered with explora-
tions into the frequency~regions from 1 to 10 kHz! and level
~45 to 75 dB SPL! space. In addition to the two-source
model to describe DPOAE I/O functions, a single-source
model has also been presented~Lukashkin and Russell,
1999! to account for observed DPOAE I/O function patterns.
They suggest that any system having a saturating input–
output function, such as the mechanoelectrical transduction
of the OHCs, can produce these patterns.

In summary, data from lower animals reveal that direct
measures of BM motion and indirect DPOAE measures of
cochlear-response properties are similar, at least in form, for
a wide range of levels in ears with normal hearing, and un-
dergo similar changes in ears with induced cochlear lesions.
While direct measurements of BM motion are impossible in
humans, DPOAE measurements are feasible. Currently,
DPOAEs are used mainly to detect threshold hearing loss.
Given the similarities between direct and indirect measures
of cochlear responses for a wide range of conditions in lower
animals, however, it is possible that DPOAE measurements
will provide information regarding suprathreshold processing
in humans. Indeed, our own preliminary findings in three
subjects with normal hearing and one subject with mild hear-
ing loss suggested that DPOAEs can provide indirect mea-
sures that are at least qualitatively similar to what has been
observed in lower animals~Neelyet al., 2000!. It is useful to
consider responses from normal and impaired human ears in
light of direct and indirect measurements in healthy and trau-
matized ears of lower animals, thus affording an opportunity
to compare outcomes from human and lower animal re-
search. This may help determine the extent to which indirect
DPOAE measurements in humans can be used to provide

insights into cochlear function over a wide range of levels
that are similar to estimates based on direct measurements in
lower animals.

The present study was designed to measure DPOAE I/O
functions in humans over a wide range of input levels, with a
goal of determining the extent to which these data can be
used as indirect measures of cochlear-response properties for
both normal and impaired ears. The responses obtained in
humans with normal hearing are compared to the responses
seen in humans with hearing loss. To the extent that DPOAE
I/O functions are measures of cochlear-response growth,
these comparisons help to describe the changes in response
growth that occur as a consequence of hearing loss in hu-
mans.

II. METHODS

A. System distortion

The level of distortion produced by the measurement
system was estimated by measuring distortion products in six
different cavities:~1! an IEC711 coupler with the ER-10C
microphone at the standard distance from the coupler’s mi-
crophone,~2! an IEC711 coupler with the ER-10C within 1
mm of the microphone,~3! a standard 2-cm3 coupler,~4! a
small brass cavity~0.1 cm3!, ~5! a 10-m PVC tube
(internal diameter58 mm), and~6! a 65-cm3 syringe. The
distance between the tip of the ER-10C probe and the end of
the cavity ranged from less than 1 mm~the close position in
the IEC711 coupler and in the 0.1-cm3 brass tube! up to 10 m
~the 10-m tube!. This set of cavity measurements was used in
efforts to determine the source of system distortion. The
cavities with small volumes~the IEC711 coupler with the
probe unit close to the microphone and the small brass cav-
ity! were chosen because targeted levels could be achieved
with less voltage delivered to the loudspeakers. Thus, these
conditions should isolate distortion due mainly to the ER-
10C probe’s microphone and amplifier. Measurements in the
large cavity~65-cm3 syringe! were included because this rep-
resented a condition in which larger voltages were needed to
achieve targeted SPLs. These measurements were included
to help determine if system distortion was generated by the
loudspeakers. Measurements in standard cavities~IEC711
coupler with the probe in the standard position, the 2-cm3

cavity! were included to represent the standard conditions for
the ‘‘average’’ human ear. The measurements in the long tube
were chosen because the tube presents an impedance similar
to that seen in an anechoic termination roughly correspond-
ing to a normal average ear canal, without standing waves.
Such standing waves are present in standard cavities and in
human ear canals. The distortion in each of these cavities
was similar, and did not allow us~on the basis of these mea-
surements! to isolate the source exclusively to the stimula-
tion or recording side of the measurement system. However,
the availability of measurements in all six cavities allowed us
to derive a predictive model of system distortion.

Signal levels were calibrated in each cavity, so that all
measurements were made for equivalent SPLs at the probe
microphone. Cavity measurements were made with primary
levels of 75 to 85 dB SPL~f 2 frequencies at 6 and 8 kHz! or
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75 to 95 dB SPL~f 2 frequencies at 1, 1.5, 2, 3, and 4 kHz!,
determined by the output limitations of the loudspeakers in
the ER-10C. The ER-10C probe system was modified in or-
der to bypass the 20-dB attenuator in the probe driver-amp
and, thus, enabled us to achieve these output levels. In addi-
tion to the developed SPLs, the voltages~dBV! needed to
drive the two loudspeakers to achieve these SPLs and the
primary frequencies were noted. These values were used as
input variables into a multiple linear regression to provide an
estimate of system distortion. For each cavity, data were in-
put to the linear model if the measured stimulus levels~L1

and L2! were within 1 dB of the target value. Because L2 had
linear growth, the predictive linear model for system distor-
tion could be extended down to lower L2 levels ~,75 dB
SPL!. The following predictive linear model for system dis-
tortion ~D!, in dB SPL, was derived:

D51.57L211.89V1122.51V211.48f22106.90, ~1!

where L2 represents levels from 75 to 85 or 95 dB SPL in
5-dB steps. V1 and V2 are the voltages~in dBV! needed to
drive the loudspeakers that producedf 1 and f 2 , respectively.
The f 2 frequencies were 1, 1.5, 2, 3, 4, 6, and 8 kHz.

To obtain an overall estimate of the level below which
reliable data could not be obtained, the energies derived from
these system-distortion estimates were added to the mea-
sured noise-floor estimates in each ear to determine a
distortion-plus-noise level (D1N). The D1N estimates
were dominated by noise at levels below 70 dB SPL and by
distortion at levels of 70 dB SPL and above. It should be
noted that in the development of the predictive linear model
previously presented, more complicated models involving
more input variables were evaluated, such as interaction and
squared value terms. However, the derived estimates of sys-
tem distortion from these more complex models were similar
to those obtained with the simpler model. The distortion es-
timate~D! was first applied to cochlear-implant users to test
the model. Cochlear-implant users were selected because it
was assumed that any distortion measured from their im-
planted ears~device turned off! would not be of cochlear
origin, due to the magnitude of their hearing losses and the
implant surgical procedure.

B. Subjects

DPOAE I/O functions were measured in 27 ears from 27
subjects~aged 14 to 40 years! having thresholds of 20 dB HL
or better~re: ANSI, 1996! at octave and half-octave frequen-
cies from 0.250 to 8 kHz. These measures were also made in
84 ears from 50 subjects~aged 13 to 83 years! with hearing
loss ranging from 25 to.70 dB HL. In addition, four sub-
jects with cochlear implants were used~implanted ear with
device turned off! in efforts to describe the levels at which
system distortion occurred~as described in Sec. II A!. All
subjects had normal middle-ear function, based on 226-Hz
tympanometry, at the time of the DPOAE test.

C. Stimuli

DPOAE I/O functions were measured in response to
pairs of primary tones, labeledf 1 and f 2 , at a fixed f 2 / f 1

51.22, with f 2 ranging from 1 to 8 kHz in half-octave steps.
The DPOAE I/O functions were measured at L2 levels rang-
ing from 25 to 85 dB SPL~6 and 8 kHz! or from 25 to 95
dB SPL ~1, 1.5, 2, 3, and 4 kHz!. The levels of the stimuli
were determined in the ear canal at the plane of the probe.
Primary tones were presented such that as L2 decreased be-
low 65 dB SPL, the separation between L1 and L2 increased.
This level difference paradigm has been shown to maximize
the measured level of the 2f 12 f 2 DPOAE in normal-
hearing ears~Whiteheadet al., 1995; Kummeret al., 1998;
Janssenet al., 1998!.

In some subjects, due to equipment limitations, it was
difficult to attain the target stimulus level in the ear canal at
higher levels. As a consequence, the only data points retained
for further analyses were those for which the average ear-
canal level (L11L2!/2, was within63 dB of the target level.
This resulted in the removal of 213 data points, with the
majority ~141! occurring at 95 dB SPL and mainly atf 2

frequencies from 1.5 to 4 kHz. In contrast, the number of
data points meeting this inclusion criterion were 4967, mean-
ing that, for the majority of ears and stimulus conditions,
targeted SPLs were achieved.

D. Procedures

DPOAE measures were obtained with the subject com-
fortably seated in a sound-treated booth. The primary tones
were generated using a Pinnacle~Turtle Beach! sound card
and delivered to the ear canal by means of an ER-10C~Ety-
motic Research! probe-microphone system, in which the
probe driver-preamp was modified in order to recover 20 dB
of attenuation. The ER-10C houses two loudspeakers~re-
ceivers! and a microphone that were coupled to the ear canal
by means of a foam probe tip. The two primary tones were
generated by separate channels of the sound card, delivered
individually to each loudspeaker, and mixed acoustically in
the ear canal. Testing was performed using a PC running
custom-designed software~EMAV, Neely and Liu, 1993! that
enables the use of measurement-based stopping rules. Data
collection at each point on the I/O function continued until
the noise floor during individual measurements was equiva-
lent to the estimated level of system distortion based on cou-
pler measurements, or after 32 s of artifact-free averaging,
whichever occurred first. A stopping rule based on coupler
measures of system distortion was used because these esti-
mates were level dependent, increasing as primary level in-
creased above 70 dB SPL~see Fig. 2!. For L2 levels<70 dB
SPL, this rule resulted in a stopping criterion (D1N) of
between220 and230 dB SPL, because the criterion was
dominated by noise at these moderate and low primary lev-
els. Thus, a stopping rule based on noise level could have
been used. However, there would have been little point in
stopping at a fixed noise level~for example,220 or230 dB
SPL! for primary levels>75 dB SPL because ‘‘response’’
levels at 2f 12 f 2 equivalent to system distortion levels
would not have been interpretable as biological responses,
regardless of the noise level measured at adjacent frequen-
cies. A stopping criterion based on the sum of system distor-
tion and noise took this into account.
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III. RESULTS

A. Estimates of system distortion

Estimates of system distortion, as determined through
the cavity measurements and analyses described earlier, were
used to help ascertain if measures obtained at high stimulus
levels were of biological origin or due to system distortion
generated by the hardware. The estimate of D1N in normal
ears was viewed in relation to DPOAE levels from normal
ears (N527). The same measurements were made in ears
with cochlear implants~N53 at 1 and 4 kHz orN54 at 1.5,
2, 3, 6, and 8 kHz! to determine whether distortion products
~DPs! measured under these circumstances were similar to
estimates of D1N. If so, these apparent DPs may be inter-
preted as arising from system distortion. Recall that
cochlear-implant subjects were included to provide a model
of a biological system in which cochlear-generated distortion
should not occur. Although data will be presented for a single
high-level condition, similar data were acquired for all high-
level primaries~>75 dB SPL!.

Figure 1 displays estimates of D1N and DPOAEs in
subjects with normal hearing at eachf 2 in the form of cu-
mulative distributions~in percent!. Cumulative distributions
of the DP also are shown for the group of subjects with
cochlear implants. The results shown in this figure are for the
stimulus condition in which L15L2585 dB SPL. This pri-
mary level was chosen because it was the highest targeted
SPL that could be achieved at all seven test frequencies.

DPOAEs in normal-hearing subjects were separated
from estimates of D1N at all seven frequencies. In addition,
the DPs from subjects with cochlear implants were similar to
or less than D1N estimates at five of seven frequencies~1, 2,
3, 6, and 8 kHz!, consistent with model predictions, but were
higher than D1N at 1.5 and 4 kHz. Even for these two
frequencies, however, DPOAEs from ears with normal hear-
ing were separated from DPs in ears with cochlear implants.
Thus, we would conclude that at this L2, measured DPOAE
levels were biological in origin, at least in ears with normal
hearing. Unfortunately, the differences between D1N and

cochlear-implant cumulative distributions increased~with
higher distortion in cochlear-implant ears! at the higher L2
levels of 90 and 95 dB SPL, even though distributions of
DPs in ears with cochlear implants remained separated from
distributions of DPOAEs in ears with normal hearing. The
distributions of D1N and DPOAEs from normal-hearing
subjects also remained separated at these higher L2 levels.

Given that the DPOAEs in normal ears were highest in
level, that estimates of D1N were the lowest in level, and
that DPs from ears with cochlear implants were greater than
D1N, but less than those observed in ears with normal hear-
ing, several hypotheses may be suggested. The responses
from normal ears included all possible sources of distortion,
including distortion generated by biological sources as well
as distortion generated by the hardware used to elicit and
record these responses. However, it was observed that in
normal-hearing ears, DPOAEs exceeded the level produced
by cochlear-implant subjects and estimates of system distor-
tion ~assuming that the D1N measured in the couplers esti-
mates the D1N levels occurring when testing in ears!. This
observation suggests that the distortion measured in normal
ears was of biological origin.

The more complicated interpretation is associated with
the data from subjects with cochlear implants. These are ears
in which cochlear-generated distortion was not expected. The
combination of pre-implant hearing loss~which would be
consistent with at least severe loss of both OHCs and inner
hair cells! and the changes to any residual nonlinear cochlear
mechanical response as a result of implantation would likely
eliminate all cochlear sources of distortion. Yet, the distor-
tion measured in the ear canals of these implant subjects
sometimes exceeded estimates of D1N ~see, for example,
Fig. 1, f 254 kHz!. If we accurately estimated D1N, then it
may not be entirely appropriate to associate the distortion
measured in their ear canals with system distortion, meaning
that an alternative, as yet undetermined, biological source
might exist.

In summary, the above observations led us to conclude

FIG. 1. Cumulative distributions~in percent! of DPOAE response levels at sevenf 2 frequencies in normal-hearing subjects~solid line! and in cochlear-
implant subjects~short dashed line! when L15L2585 dB SPL. An overall estimate of system distortion and noise~D1N, long dashed line! is displayed for
the normal-hearing group.
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that our measurements of DPOAEs were biological~co-
chlear! in origin, at least for subjects with normal hearing. As
will be shown subsequently~Fig. 3!, similar conclusions may
apply for some subjects with hearing loss, but we are less
confident of the source of the DPOAE as the magnitude of
hearing loss increases into the moderate-to-severe range. As
a consequence, caution must be exercised when considering
data points at those higher levels in ears with hearing loss,
due to the fact that, for some of these subjects, their re-
sponses were not well separated from those observed in
cochlear-implant ears.

B. DPOAE I ÕO functions in subjects with normal
hearing

Figure 2 displays DPOAE I/O functions for normal-
hearing subjects. The median DPOAE levels and median
D1N levels are shown, along with their associated interquar-
tile ranges~25th to 75th percentile, shaded regions!. The me-
dian DPs from subjects with cochlear implants are also
shown in each panel. Medians were chosen to be consistent
with other representations in this figure. At allf 2 frequencies
except 8 kHz, DPOAEs from ears with normal hearing in-
creased above the overall noise estimate (D1N) with a rela-
tively steep slope, followed by a compressive region for
moderate input levels. Starting at between 60 and 75 dB
SPL, the slope of the I/O function steepened. The steeper
high-level segment was not obvious at 6 and 8 kHz, com-
pared to lower frequencies, which may be partially due to
stimulus output limitations at these two frequencies. The
overall pattern was reminiscent of what has been reported
from direct measurements of basilar-membrane motion in
lower animals~Ruggero et al., 1997; Ruggero and Rich,
1991!. This finding was not surprising, given that DPOAEs
are tied to BM mechanics. At 8 kHz, the D1N function was
similar to that of otherf 2 frequencies; however, DPOAE
level at low stimulus levels had a slope that was less than
was observed at other frequencies. In addition, the range of
levels over which compression was obvious was reduced at 8

kHz, in comparison to all otherf 2 frequencies. Finally,
greater variability was observed at 8 kHz, although it was
unclear how this would contribute to the differences in the
shape of I/O functions. Even with these differences across
f 2 , separation between DPOAE and D1N functions was ob-
served for the entire range of stimulus levels, including high
L2 levels ~all f 2 frequencies! once DPOAE threshold was
exceeded. Furthermore, DPOAE levels in ears with normal
hearing exceeded the levels observed in subjects with co-
chlear implants. At threef 2 frequencies~1, 1.5, and 4 kHz!,
the median DPs from implanted ears exceeded D1N at the
highest L2 levels. At the other fourf 2 frequencies, the me-
dian levels in subjects with cochlear implants were at or
below system distortion. All of these findings support the
view that high-level responses were of biological origin in
normal human ears. In spite of these observations, we remain
cautious in our interpretation of results for levels.85 dB
SPL.

C. DPOAE IÕO functions in subjects with hearing loss

Data from subjects with hearing loss were grouped ac-
cording to degree of loss and are presented in Fig. 3. Within
this figure, median data from the normal-hearing and
hearing-loss groups are represented by a series of thinning
solid lines; the thinner the line, the greater the hearing loss.
In addition, median data from subjects with cochlear im-
plants are included as dotted lines. There are several obser-
vations to be made from these data. DPOAE I/O functions
from ears with hearing loss differ from those observed in
ears with normal hearing. This was true regardless of the
amount of hearing loss. I/O functions from ears with hearing
loss were characterized by elevations in threshold~defined as
the lowest level at which the DPOAE exceeds D1N!, re-
duced range of stimulus levels over which compression was
apparent, and, as a consequence, steeper slopes through the
moderate-level range, compared to I/O functions in the
normal-hearing group. At 2 and 4 kHz, this increase in
DPOAE threshold and steepening of the slope through the

FIG. 2. DPOAE I/O functions for normal-hearing subjects at sevenf 2 frequencies. Median DPOAE levels~solid line! and median D1N levels~dashed line!
are shown, along with their associated interquartile ranges~25th and 75th percentiles, shaded regions!. Median data from cochlear-implant subjects are shown
as dotted lines.
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compressive region systematically changed as hearing loss
increased. At the other frequencies, changes in the I/O func-
tion were observed, but the pattern of change was less or-
derly with regard to magnitude of hearing loss. At 8 kHz, the
median DPOAE I/O functions from all impaired ears~re-
gardless of the magnitude of hearing loss! were clustered
together and differed less from the values seen in patients
with cochlear implants. With few exceptions (f 258 kHz),
those cases in which the estimated DPOAE level was indis-
tinguishable from the data produced by ears with cochlear
implants were restricted to hearing losses of 55 dB HL or
more. At high levels, the grouped data from most of the
hearing-loss categories approximated the pattern observed in
normal ears and exceeded the median level from cochlear-
implant users, the exception to this being the data for anf 2

of 8 kHz. These observations should be considered with the
knowledge that system distortion increases as stimulus level
increases, thus making it more difficult to separate it from
high-level responses in impaired ears.

Regardless of the source of distortion, the combination
of DPOAE threshold elevation and near-normal response
levels at high stimulus levels resulted in DPOAE I/O func-
tions that were steeper in impaired ears, compared to I/O
functions in ears with normal hearing. In turn, these data
suggest that response growth, as estimated by DPOAE I/O
functions, is more rapid in impaired ears.

D. DPOAE IÕO slope estimates in normal and
impaired ears

In an effort to quantify the DPOAE I/O functions to help
in comparisons between normal-hearing and hearing-
impaired ears, the following equation was used to fit the
DPOAE data:

d~s!5n1
g0s

11~g1s!12p 1~g2s!2. ~2!

The termd refers to the distortion magnitude represented as
a power.~To convert to level in dB, one would need to mul-

tiply the log ofd by 10.! The signal power is represented by
s510L2/10. The values of the parametersn, g0 , g1 , p, and
g2 , were selected to fit the data. These parameters were es-
timated separately for each measurement. Parameterg0 can
be interpreted to represent the product of the forward and
reverse transfer functions for the middle ear~Kemp, 1980!.
Parameterg1 can be interpreted to represent the forward
transfer function for the middle ear~Keefe, 2001!. Parameter
p determines the maximum amount of compression. These
three parameters relate to the low-level and compressive por-
tion of the I/O function. The parameterg2 determines the
high-level portion of the function andn is noise~independent
of signal level!. This equation was fitted separately to the
median data for each group, including the data from subjects
with normal hearing, subjects with hearing loss, and
cochlear-implant subjects. The fits to the DPOAE I/O func-
tions accounted for 98.6% of the variance across allf 2 fre-
quencies and all groups.

The derivative of Eq.~2! was used to provide an esti-
mate of the slope of the DPOAE I/O functions with respect
to L2. This approach provided a much smoother slope esti-
mate than taking the difference between adjacent points on
the fitted I/O function. Figure 4 presents slope estimates as a
function of L2, following the convention used in Fig. 3 for
representing data from different groups by using different
line weights.

The slope estimates for data derived from ears with nor-
mal hearing at frequencies below 8 kHz were the most
straightforward and will be described first. The slope esti-
mates were characterized initially by a steep rise to a local
maximum asymptotic value near 1 dB/dB for L2 levels of
10–20 dB SPL, going from threshold to the level at which
the slope began to decrease as level was increased. The up-
per L2 limit for the initially steep slope seldom exceeded 30
dB SPL. Beyond this level, the slope decreased to minimum
slopes of between 0.1 to 0.3 dB/dB. This range of reduced
slopes corresponded to the compressive region of the
DPOAE I/O function and extended up to an L2 of about 80

FIG. 3. DPOAE I/O functions at sevenf 2 frequencies in subjects with normal-hearing and in subjects with hearing loss. Data are grouped according to
audiometric threshold. Median data are represented by a series of thinning solid lines; the thinner the line, the greater the hearing loss. Data from the
normal-hearing subjects~thickest solid line! are reproduced from Fig. 2 for comparison purposes. Dotted lines represent median data from cochlear-implant
subjects.
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dB SPL. This region was followed by a rapid increase in
slope as level increased above 80 dB SPL. The range~in dB!
between the early peak at low levels and the steep rise at
high levels was used as an estimate of the range of levels
over which compression occurred~see Table I!.

Among ears with hearing loss, the clearest slope pattern
was observed at 4 kHz. For the two mildest hearing-loss
groups, the slope initially rose to a local maximum, but
achieved this slope at a higher L2 compared to data from
normal ears. Furthermore, the reduction in slope following
the initial peak was less than that observed in ears with nor-
mal hearing. The steeply rising, high-level portion of the I/O
functions actually shifted towards lower L2 levels, compared
to normal. It follows, therefore, that with hearing loss, the
slope estimates indicated that both the amount of compres-
sion ~the extent to which slope decreased for moderate level
primaries! and the range of levels over which compression
was observed were reduced.

The pattern in ears with greater hearing loss and for
some of the otherf 2 frequencies was more complex. The
initial peak in the slope function, evident in normal ears, was
frequently not present in the slope functions of ears with
hearing loss, especially among ears with greater degrees of
hearing loss. In addition, it was not always possible to iden-
tify a range of L2 levels over which reduced slopes~i.e.,
compression! were evident. Rather, many of these slope
functions were characterized only by a steeply sloping, high-
level portion.

Table I presents the range of compression~in dB! for
the six f 2 frequencies at which it could be estimated from
the slope functions of Fig. 4. The range of compression

was defined from the level of the initial low-level ‘‘peak’’
to the high level at which the slope attained the same value
as it did for the initial peak. For all conditions, in order to
identify a compressive range, the~fitted! SNR had to be at
least 3 dB at the level of the initial peak. At 6 kHz, the
high-level steep slope was not observed; therefore, the high-
est level tested (L2585 dB SPL) was taken as the upper limit
of the compressive range. Empty cells in the table~25–35 dB
HL group at f 253 and 6 kHz; 40–50 dB HL group at
f 251, 1.5, 2, 3, and 6 kHz! as well as the absence of certain
hearing-loss groups~55–65 and>70 dB HL groups at all
f 2 frequencies! indicated that a compressive region~as
defined from the slope functions! could not be identified
for these conditions. Subjects with normal hearing pro-
duced the largest range of compression, varying from 65 to
79 dB. In the mild~25–35 dB HL! and moderate~40–50 dB
HL! hearing-loss groups, the range of compression was al-
ways reduced compared to that found in the normal-hearing
group.

Table II provides estimates of maximum compression,
defined as the minimum slope within the compressive range.
The smaller the values in the table, the greater the amount of
compression. Lower minimum slopes were found for the
normal-hearing group. Thus, greater reduction in output~i.e.,
compression! relative to linear growth with increases in level
was observed in ears with normal hearing, compared to sub-
jects with hearing loss. For all conditions in which it was
possible to estimate a compressive range, compression was
less in ears with hearing loss, as evidenced by the fact that
minimum slopes were larger in these ears. Another way of
stating this observation is that response grew more rapidly

FIG. 4. Slope estimates from DPOAE I/O functions at sevenf 2 frequencies. Data are grouped according to audiometric threshold, following the convention
used in Fig. 3.

TABLE I. Range of compression~dB!.

Hearing group
~dB HL!

f 2 frequency~kHz!

1 1.5 2 3 4 6

<20 65 71 72 79 75 76
25–35 21 27 32 53
40–50 30

TABLE II. Maximum compression~minimum DP I/O slope in dB/dB!.

Hearing group
~dB HL!

f 2 frequency~kHz!

1 1.5 2 3 4 6

<20 0.31 0.29 0.34 0.34 0.24 0.16
25–35 0.39 0.39 0.47 0.44
40–50 0.67
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above DPOAE threshold in ears with hearing loss than it did
in ears with normal hearing.

It may be important to recognize some of the limitations
in the present data, the most important of which relates to
system distortion, which would present greater problems for
the high-level portions of the I/O functions. We are confident
that the measured DPOAEs in ears with normal hearing were
biological in origin because they exceeded estimates of sys-
tem distortion. We are less certain regarding the DPOAEs
that were measured in ears with hearing loss, especially as
the hearing loss increased above 50–60 dB HL. It is possible
that other sources of distortion may have contributed to these
measurements. Still, there were many conditions in which
the results suggested that the measured DPOAE level in ears
with milder hearing losses were biological in origin~i.e., not
due to system distortion!, and there is little doubt that the
slopes of these functions differ in ears with normal hearing
from those observed in ears with any degree of hearing loss.

In summary, the data presented in Figs. 3 and 4 and in
Tables I and II indicated that the range of stimulus levels
over which compression was evident and the amount of com-
pression was reduced in ears with hearing loss compared to
subjects with normal hearing. In addition, only the steep,
high-level portion of the DPOAE I/O function remained as
the hearing loss worsened.

E. DPOAE threshold as a function of audiometric
threshold

DPOAE I/O functions can also be used to estimate
DPOAE thresholds. The expectation is that as audiometric
thresholds become poorer, DPOAE thresholds should worsen
since both are indirect measures of peripheral auditory-
system function and are associated with OHC function. Be-
havioral thresholds were measured using standard clinical
audiometric procedures with a step size of 5 dB. DPOAE
threshold was defined as the lowest level at which the

DPOAE was>3 dB above the estimate of D1N for each
subject. If the DPOAE was never 3 dB above D1N, then no
measurable threshold could be identified. In the interest of
simplicity, DPOAE and audiometric thresholds were com-
pared for the case whenf 2 was equal to audiometric fre-
quency, even though we know that correlations exist across
frequency, both for DPOAEs and for audiometric threshold
~Dorn et al., 1999!. Figure 5 shows scatterplots of DPOAE
threshold as a function of audiometric threshold for all sub-
jects at eachf 2 . Cochlear-implant subjects’ threshold data
~plotted at the upper audiometric limit of 115 dB HL! are
shown with asterisks and are included to serve as an upper
bound on DPOAE threshold. The best cochlear-implant
DPOAE threshold for a givenf 2 occurred at a level that was
equivalent to the poorest DPOAE threshold included for all
other subjects. It could be argued that comparisons between
DPOAE and audiometric thresholds should be made only for
those conditions in which OHCs might be contributing to
both responses. Since it is unlikely that there are any surviv-
ing OHCs in the cochlear-implant ears, their ‘‘thresholds’’
were not included in subsequent analyses. In addition, the
threshold data from any other subject whose DPOAE thresh-
old was equivalent to the best ‘‘threshold’’ among implanted
ears was excluded from analyses. This approach resulted in
the exclusion of data points only for hearing-impaired ears
mainly at 1 and 1.5 kHz. The remaining threshold data were
fit with a linear regression~solid lines, Fig. 5!, from which
the correlation coefficient (r ), slope (a), and intercept~b!
were determined and are provided in each panel. As ex-
pected, DPOAE thresholds increased as audiometric thresh-
olds increased, with slopes of 0.35~8 kHz! to 1.07~1 kHz!,
although the relationship was variable. With the exception of
8 kHz @a frequency for which the correlation coefficient
~0.54! was also the lowest#, the slopes ranged from 0.72 to
1.07. Correlations of 0.77 to 0.86 were observed at otherf 2

frequencies, including lower frequencies, such as 1 kHz,

FIG. 5. Scatter plots of DPOAE threshold as a function of audiometric threshold for all subjects at eachf 2 . Circles represent individual data from
normal-hearing and hearing-impaired~non-cochlear-implant! subjects, while asterisks represent individual data from cochlear-implant subjects. DPOAE
threshold was defined as a response that was 3 dB above the estimate of D1N for each subject. Within each panel, the line was derived from a linear
regression that was fit to the data, excluding cochlear implant data and data in which DPOAE thresholds in any ear were equivalent to the lowest ‘‘DPOAE
thresholds’’ from among the implanted ears~see text for more detail!. The correlation coefficient~r!, slope~a!, and intercept~b! are provided within each panel
for each linear regression.
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where the inherently poor SNR makes DPOAE measure-
ments less reliable, especially near DPOAE threshold. Even
after applying the above exclusion criteria~related to thresh-
olds in implanted ears!, some caution is necessary in the
interpretation of data points for audiometric thresholds ex-
ceeding about 60 dB HL. Assuming that DPOAEs are gen-
erated by the OHC system, and assuming that OHC damage
can account for hearing losses up to about 60 dB HL and that
greater losses must involve other parts of the auditory system
~such as the inner hair cells!, it is not expected that a rela-
tionship should exist between DPOAE and audiometric
thresholds for losses exceeding 60 dB HL. This issue relates
to other concerns regarding the correct interpretation of high-
level DPOAEs, expressed as part of the description of
DPOAE I/O functions in ears with moderate-to-severe hear-
ing loss.

IV. DISCUSSION

A. DPOAE I ÕO functions in normal ears

This study demonstrates that it is possible to measure
DPOAE I/O functions across a wide range of stimulus levels
in humans. In normal ears, the response growth exhibits a
three-part function, being linear at low levels, compressive at
moderate levels, and linear to expansive at high levels~see
Fig. 2!. These functions resemble direct measurements of
BM I/O functions ~Ruggero and Rich, 1991; Ruggeroet al.,
1997!, as well as indirect measurements, such as DPOAE
recordings made in healthy lower animals~Whiteheadet al.,
1992a; Norton and Rubel, 1990!. In the present study and
others ~Whitehead et al., 1992a; Ruggeroet al., 1997!,
where the lower end of the I/O function~,20 dB SPL! is
measured, linear or near-linear response growth is seen. Con-
sistent with the observations made from other studies in
lower animals~Ruggero and Rich, 1991; Ruggeroet al.,
1997; Norton and Rubel, 1990; Whiteheadet al., 1992a, b!,
compressive nonlinear growth occurs at moderate stimulus
levels. In the present study, the amount of normal compres-
sion, defined by the slope of the DPOAE I/O function at
moderate levels, ranges from 0.16 to 0.34 dB/dB acrossf 2

frequencies~1 to 6 kHz!. These values are similar to slope
estimates derived from chinchilla BM velocity-intensity
functions~Ruggeroet al., 1997!, where the measured slopes
were in the range of 0.2 to 0.5 dB/dB.

At high stimulus levels, previous work has shown that
response growth is steeper, compared to the slope at moder-
ate levels, with slopes that approach linearity~Ruggeroet al.,
1997; Whiteheadet al., 1992a!. In the present study, DPOAE
level grew expansively with slopes exceeding 1 dB/dB, at
least for the fivef 2 frequencies at which it was possible to
make measurements~1–4 kHz!. The reasons for this expan-
sion are not entirely clear. The high-level portion of the I/O
function has few data points associated with it, due to limi-
tations in system output and distortion. Thus, the slope of
this portion of the function might be less reliably estimated.
One could also speculate that the expansive growth might
reflect intermodulation distortion produced by the recording
system. However, normal DPOAE levels at maximum stimu-
lus levels were between 9 dB~8 kHz! and 20 dB~1 kHz!

greater than estimates of system distortion~mean difference
of 14.4 dB!. Thus, the estimated DPOAE amplitude was be-
tween 2.5 and 10 times larger than the estimated amplitude
of system distortion. Assuming that our estimate of system
distortion is reliable, it would be likely that these high-level
estimates of DPOAE level are dominated by sources other
than the system hardware. While we do not have a good
explanation of the source of the high-level, expansive portion
of the DPOAE I/O function, it would appear to be biological
in origin, at least in ears with normal hearing.

At 6 and 8 kHz, measurements were possible only up to
85 dB SPL, because higher levels could not be achieved by
the sound card output and the probe loudspeakers. Given the
observation that compressive nonlinear regions were ob-
served up to approximately 80 dB SPL for lowerf 2 frequen-
cies, it is possible that our inability to produce higher levels
was the reason why the expansive, high-level region was not
observed in the present DPOAE I/O functions at these two
frequencies. Further, the slope remained relatively constant
at approximately 0.6 dB/dB in ears with normal hearing
when f 258 kHz, onceL2 exceeded 20 dB SPL. Thus, we
did not observe a range of moderate levels over which com-
pression was observed, which was unlike all otherf 2 fre-
quencies, including 6 kHz. It is possible that the L1,L2 level
paradigm~in which the differences betweenL1 and L2 in-
creased as primary levels decreased! did not maximize re-
sponses from normal ears at 8 kHz. Perhaps a different sepa-
ration between primary levels was needed to maximize
distortion in the cochlea at this frequency. In addition, it may
be important that middle-ear transmission at 8 kHz is re-
duced compared to middle-ear transmission for the otherf 2

frequencies~Vosset al., 2000; Keefe, 2001!. This may have
reduced L2 and/or L1, and altered the effective relationship
between L1 and L2, as represented in the cochlea.

B. Changes in DPOAE I ÕO functions due to hearing
impairment

In comparison to normal-hearing subjects, the DPOAE
I/O functions for the subjects with hearing loss were charac-
terized by~1! threshold elevation,~2! a reduction in response
levels, ~3! a linearization of response growth at moderate
levels, and~4! steeper response growth at high levels. This
steepening occurred at levels that were similar to, or lower
than, the levels at which this steepening occurred in ears with
normal hearing. Thus, the range of input levels over which
compression occurred was reduced in ears with hearing loss.
In many respects, these observations are similar to those
made in lower animals whose ears have undergone trauma
~Ruggero and Rich, 1991; Whiteheadet al., 1992b; Norton
and Rubel, 1990!. In general, these changes were most
clearly observed in ears with mild and moderate degrees of
hearing loss. With greater degrees of hearing loss at essen-
tially all f 2 frequencies, and for all hearing-loss groups at
somef 2 frequencies~1.5 and 8 kHz!, the compressive region
was abolished, and all that remained was linear~or expan-
sive! response growth~see Figs. 3 and 4!. The outcome at 8
kHz, where any degree of hearing loss drives most of the
data points into the overall noise estimate (D1N!, could be
due to the measurement issues raised in the section above.
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The data reported by Ruggero and Rich~1991! suggest
that the OHCs are responsible for the compressive nonlinear
behavior of the cochlea for CF tones, showing that reversible
damage to the OHC system~through the administration of
furosemide! compromises the cochlea’s ability to respond
nonlinearly. Interestingly, furosemide treatment had little or
no effect on the I/O function when the driver frequency was
significantly lower than CF. This means that nonlinear re-
sponse behaviors at a specific place along the cochlea are
observed only when that place is driven by frequencies at or
near its CF. Direct BM measurements to moderate-level
stimuli made in post-furosemide-treated chinchillas resulted
in a linearization of the I/O function at CF, which returned to
a normal nonlinear pattern when the animal was allowed to
recover from the treatment. As always, direct assessments of
cochlear response properties in humans are impossible to ob-
tain. However, given the present results in humans with nor-
mal hearing and in some subjects with hearing loss, it would
appear that DPOAE measurements in humans could be used
to describe cochlear mechanical response properties over a
wide range of levels. Furthermore, the similarity between
direct measurements in lower animals and indirect measure-
ments in humans suggests that the indirect data can be used
to estimate both the range of levels over which compression
is observed and the amount of compression that exists.

C. Generation of the I ÕO function

The existence of two sources, one dominant at low lev-
els of stimulation and the other dominant at high levels, has
been hypothesized by others~Whiteheadet al., 1992a, b;
Norton and Rubel, 1990; Mills and Rubel, 1994!. The low-
level source is considered to be an active process powered by
the micromechanical feedback loop between the motile
OHCs and BM vibration. This process is responsible for
compressive nonlinearities and is physiologically vulnerable,
reflecting the vulnerability of the OHCs to cochlear insult.
This view appears to be consistent with the present data from
humans, in which DPOAE threshold is elevated and the
range and amount of compression is reduced in the presence
of hearing loss. The high-level source has been viewed as a
passive process, whereby BM activity occurs due to macro-
mechanical properties of the system. It dominates at high
levels and/or when the active low-level source has been abol-
ished. Having described the hypotheses about the high-level
portion of the I/O function, it is important to note that the
mechanisms responsible for the low- and moderate-level por-
tions of the I/O function~whether directly or indirectly mea-
sured! are known, while the mechanisms responsible for~and
perhaps even the existence of! the high-level portion of the
function are not well understood. In the context of the single-
source model~Lukashkin and Russell, 1999!, the mechano-
electrical transduction of the outer hair cells could be the
source for the high-level portion of the DPOAE I/O func-
tions observed in human ears. Regardless of whether a one-
or two-source model provides the most parsimonious expla-
nation for the slope of DPOAE I/O functions, there clearly
are differences between the DPOAE I/O functions observed
in normal and impaired ears at low and moderate levels of
stimulation.

The nonlinear compressive region, evident at low-to-
moderate stimulus levels in the human data presented here,
presumably corresponds to a low-level active source. In the
presence of hearing loss, the active process diminishes and
the passive process dominates. In the present study, it was
assumed that the site of lesion for the hearing-impaired sub-
jects was the OHC system, a reasonable assumption given
what is known about the effects of cochlear insults in lower
animals. Therefore, their hearing losses would represent dys-
function of the active-energy source. The range of levels
over which the OHC and BM feedback loop operates and the
amount of compression were calculated from the slopes of
the DPOAE I/O functions in normal and impaired ears~Fig.
4!, and presented in Tables I and II. The active range~in dB!
is largest and the amount of compression greatest for normal-
hearing subjects. Similar estimates of range and amount of
compression were possible for only a subset of the present
data from subjects with hearing loss, restricted to the milder
hearing-loss groups forf 2 frequencies of 1, 1.5, 2, and 4
kHz. A comparison of the data from these groups with simi-
lar measurements from subjects with normal hearing indi-
cated that the range of levels over which the active process
operates is diminished and responses are less compressed as
hearing loss increases. The fact that this pattern was ob-
served only for groups of subjects with milder hearing losses
is consistent with the view that DPOAEs are generated by
the OHC system, and that the OHC system contributes to
response properties only for levels up to about 60 dB HL.
For greater hearing losses, the loss cannot be attributed
solely to the OHCs. Thus, it may not be surprising that
changes to the compressive nonlinearity associated with
OHC function cannot be quantified with the present analysis
approach once the loss exceeds the dynamic range of the
OHCs.

The reason why similar patterns were not observed
among the milder hearing-loss groups at otherf 2 frequencies
is not obvious. This partly results from the fact that the
slopes of DPOAE I/O functions frequently did not show the
initial peak that was characteristic of responses from ears
with normal hearing, even though the responses were reli-
ably measured, exceeding the estimate of D1N. At 8 kHz in
the normal-hearing ears, the shape of the I/O function at low
and moderate levels was different from that observed at the
other f 2 frequencies. Further, at 8 kHz, much of the hearing-
impaired data were indistinguishable from DPs measured in
ears with cochlear implants. This observation is surprising, in
that it would suggest that DPOAEs are present in normal
ears but absent for any degree of hearing loss at this fre-
quency. We would expect that a range of levels exists over
which there is a relationship between DPOAE level and au-
diometric threshold~e.g., Martinet al., 1990; Gorgaet al.,
2002!. Taking the present observations to their logical con-
clusion, the data at 8 kHz indicate that OHCs either are
present and functional~ears with normal hearing! or absent
or completely dysfunctional~ears with any degree of hearing
loss!. We do not believe that this is, in fact, the case; as a
consequence, the mechanisms responsible for the observa-
tions at 8 kHz remain unclear. There are other possible
causes for the outcome at 8 kHz. Perhaps a non-optimal
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L1 /L2 ratio is, in part, responsible for the measurements ob-
tained at this frequency, thus leading to a situation in which
f 1 had a greater suppressing effect onf 2 compared to other
primary pairs. Other considerations are middle-ear transmis-
sion and standing waves in the ear canal, both potentially
altering the signal level that is actually delivered to the co-
chlea, thereby altering the effective primary levels.

D. System distortion estimates and high-level
DPOAEs

The cochlear-implant subjects served as a biological sys-
tem that was not expected to produce distortion. At higher
levels ~above 85 dB SPL! and for somef 2 frequencies, the
measured responses in their ear canals were not as low as the
D1N estimates for normal ears; however, the responses seen
in ears with cochlear implants were always less than the
DPOAE levels from normal ears. In normal ears at these
higher levels, estimates of noise and DPOAE levels were
distinct from each other at allf 2 frequencies, suggesting that
these responses were biological in origin. While the response
levels in ears with cochlear implants were less than those
seen in normal ears, they sometimes exceeded the estimates
of D1N. One interpretation of the data in cochlear-implant
ears is that some part of the biological system~excluding the
OHC system! is responsible for the measured DPs, assuming
that our estimate of D1N accurately describes system distor-
tion. Given this constellation of outcomes, several possible
explanations exist for the source of high-level distortion.
These DPOAEs could be thought of as emanating from three
possible sources :~1! a biological source dominated by nor-
mal cochlear activity, primarily the OHC system,~2! a bio-
logical source, but excluding the OHC system~e.g., the BM
or middle ear!, or ~3! a nonbiological source, related to sys-
tem distortion. We consider the second possible source to be
the most speculative, representing the least likely scenario.
Effort was expended to control for and understand the limits
of system distortion. We recognize the possibility that our
estimate of system distortion may underestimate the actual
level at which distortion is produced by the hardware. At this
point, we can only speculate as to the source of the measured
distortion and provide the above three possible explanations.
The present data do not allow us to more definitively identify
the source in cochlear-implant ears and ears with moderate-
to-severe hearing losses.

E. Relationship between DPOAE and audiometric
thresholds

The range of slope and correlation values found when
DPOAE and audiometric thresholds were compared are simi-
lar to the results reported by Martinet al. ~1990!, Nelson and
Kimberley~1992!, and Sukfu¨ll et al. ~1996!, indicating that a
positive relationship exists between the two threshold mea-
sures. Gorgaet al. ~1996! also found a similar relationship
with the further observation that DPOAE thresholds in the
mild HL group often overlapped those observed in ears with
normal hearing, indicating that the most ambiguity in sepa-
rating normal from impaired ears occurred with mild hearing
losses. Harris~1990! noted that the correspondence between

the amount of reduction in DPOAE level and degree of loss
when behavioral thresholds were between 20 and 50 dB HL
was not clear. In contrast, relationships between DPOAE
level and audiometric threshold have been described within
the range of normal hearing~Dorn et al., 1998! and within
the range from normal hearing up to moderate hearing loss
~Gorgaet al., 2002!. While the correlation is not sufficient to
permit precise predictions of auditory threshold from
DPOAE measurements, both DPOAE threshold and DPOAE
level are related to audiometric threshold. Such a relationship
should not be surprising, since DPOAE measures and audi-
tory sensitivity are related to the same underlying system
~the OHCs! for thresholds up to about 50–60 dB HL.

F. DPOAE IÕO functions in clinical applications

The observation of steeper DPOAE I/O functions in ears
with hearing loss as compared to normal ears may correlate
with other measures of abnormally rapid response growth,
such as loudness recruitment. Schlauchet al. ~1998! de-
scribed a relationship between BM I/O functions and psy-
chophysical measures of loudness. They measured loudness
in humans and, from those data, derived I/O functions. The
derived I/O functions were compared to the BM data of Rug-
geroet al. ~1997!. The results were promising in that a rela-
tionship between the psychophysical and physiological mea-
sures was found in individuals with loudness recruitment.
Zhang and Zwislocki~1995! provided evidence to support
the notion that loudness recruitment is present at the hair-cell
level by making pre- and post-noise-exposure I/O measure-
ments in the gerbil cochlea. They concluded that abnormal
growth in loudness was locally determined and not a conse-
quence of abnormal spread of excitation.

A connection between behavioral, basilar membrane,
and hair-cell measures with respect to loudness is important
when considering possible clinical applications of DPOAE
I/O functions. Behavioral measures of loudness may not be
possible in many populations~e.g., infants, children, patients
with developmental delays!. If DPOAE I/O measures can be
associated with growth of loudness, then the development of
a clinical DPOAE I/O measure would make it possible to
identify those impaired ears that exhibit loudness recruit-
ment. That information could then be applied to the selection
of appropriate amplification characteristics, such as compres-
sion threshold and compression ratio.

V. SUMMARY

The main observations from the present study include
the following:

~1! It was possible to measure DPOAE I/O functions over a
wider range of levels in both normal and impaired ears
than in previous studies.

~2! Predicted estimates of system distortion, based upon a
linear model derived from several cavity measurements
and tested on a group of cochlear-implant subjects, pro-
vides evidence that the measured DPOAEs in normal
ears are biological in origin, even at high levels. In spite
of these efforts, responses obtained at stimulus levels
above 85 dB SPL must be viewed with caution.
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~3! The DPOAE I/O functions from normal ears are remi-
niscent of basilar membrane I/O functions derived from
direct measurements and from DPOAE measurements in
lower animals. These functions are steep at low and high
stimulus levels, with a compressive region at moderate
levels.

~4! I/O functions obtained in subjects with hearing loss may
be characterized as having steeper slopes, and the
amount of compression and the range of levels over
which compression occurs is reduced, as compared to
subjects with normal hearing.

~5! The normal compressive growth of DPOAEs may be
interpreted as an indication of reduced cochlear-amplifier
gain with increases in stimulus level. The transition from
a compressive region to a region of steep slope may
mark the upper limit of cochlear-amplifier function, as-
suming that high-level distortion is due to the OHCs.

~6! The observation of steeper DPOAE I/O functions in ears
with hearing loss compared to normal ears might relate
to other measures of abnormally rapid response growth,
such as loudness recruitment.
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Effects of draining cochlear fluids on stapes displacement
in human middle-ear modelsa)
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Displacement-frequency characteristics of the stapes footplate were measured in five human
temporal bones before and after draining the vestibule. Measurements were made in the 0.125–8
kHz range at 80 dB input sound pressure level, using a laser Doppler vibrometer. A circuit model
was also used to predict stapes displacement. The temporal bone studies show a slight decrease in
stapes footplate displacement at low frequency, and little change above 1 kHz. The displacement
change is not as great as that found by other investigators or predicted by the model. There is little
difference in stapes motion in temporal bones when the inner ear is intact or drained. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1419095#

PACS numbers: 43.64.Ha, 43.64.Bt@BLM #

I. INTRODUCTION

The middle-ear transmits acoustic signals from the ear
canal to the inner ear. The acoustic input impedance of the
inner ear represents the mechanical load driven by the
middle ear. This input impedanceZIE is composed of the
linear combination of the impedance associated with the
stapesZS , the annular ligamentZAL , and the cochlea/round
window ZC , such that ZIE5ZS1ZAL1ZC ~Zwislocki,
1962!. The acoustical input to the inner ear is the stapes
volume velocity US ,1 defined as the product of stapes-
footplate area and linear velocity~Lynch et al., 1982!. Since
ZIE is the ratio of the effective sound pressure at the cochlea
oval window PV , to the stapes volume velocityUS , any
change ofZIE may result in a change ofUS andPV . Drain-
ing the cochlear fluids decreasesPV ~Puria, 1997! but the
effect onUS and therefore stapes displacement is not well
known. Measurements of stapes-footplate displacement be-
fore and after draining the cochlear fluids allow conclusions
to be drawn about the nature ofZAL , ZS , and ZC . This
study directly examines the effect of draining the cochlear
fluids on stapes displacement in human temporal bones and
an electrical analog model.

Some measurements of the effects of draining the co-
chlea on stapes displacement, inner-ear impedance, and
umbo displacement have been reported. Gundersen and Høg-
moen~1976! found that the vibratory pattern of the ossicles
was unaltered but vibration amplitude was larger after the
fluid was drained from the cochlea. Sound pressure levels2

~SPL! from 100 to 125 dB were used due to the sensitivity of
their holographic method. Gyoet al. ~1987! reported stapes-
head displacements, before and after draining the cochlea,
for one temporal bone sample also under high stimulation
levels ~124 dB SPL!. Draining the cochlea increased stapes

displacement by about 8 dB at 1 kHz, with largest displace-
ment increases at high frequency and small changes at low
frequency. Destruction of the cochlear partition or draining
of the inner-ear fluids has been shown to cause changes in
middle-ear motion and impedance~Møller, 1965!. Lynch
et al. ~1982! measuredZIE in cats and found the magnitude
of the impedance to decrease for all frequencies when fluid
was removed from the cochlea, with largest reductions above
1 kHz. With the fluid removed,uZIEu at high frequencies
tended toward that which would result from the mass of the
stapes. Merchantet al. ~1996! measured a similar result in
one human temporal bone. The impedance was found to re-
duce by a factor of 1.4 at low frequency, being dominated by
the stiffness and resistance of the annular ligament. A
damped resonance at 3.5 kHz marked the point of interaction
of the annular ligament stiffness and the mass of the stapes,
and above 4 kHz the impedance was that due to the stapes
mass. The fluid filled cochlea and the round window domi-
nate the impedance of the intact inner ear above 2 kHz~Mer-
chantet al., 1996!. Shinoharaet al. ~1997! reported that de-
struction of the cochlea in guinea pigs ‘‘slightly decreased’’
umbo and incus long-process displacements at low frequency
~less than 1 kHz! but they were increased at higher frequen-
cies. Murakamiet al. ~1998! investigated the effect of in-
creasing the inner-ear pressure. They found that stapes veloc-
ity decreased at all frequencies as inner-ear pressure was
increased.

The stapes-footplate displacements reported here were
measured with both the cochlea intact and the cochlear fluids
drained in five human temporal bones, at a sound pressure
level of 80 dB. These displacements are compared with the
predictions of an electrical analog model, the direct measure-
ments of Gyoet al. ~1987!, and the measurements reported
by others who have either left the cochlea intact or drained
its fluids, depending on their measurement method.

Human studies of this nature can only be performedin
vitro in cadaver temporal bone specimens, as the experiment
requires destruction of the inner ear. The degree to which

a!Results of onein vitro study were presented in R. M. Lord, R. P. Mills, and
E. W. Abel, ‘‘An anatomically shaped incus prosthesis for reconstruction of
the ossicular chain,’’ Hear. Res.145, 141–148~2000!.
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human cadaver middle ears model the mechanical function
of the living ear was assessed by Rosowskiet al. ~1990!
using the input impedance to the middle ear. They found the
in vitro impedance of cadaver middle ears to be indistin-
guishable fromin vivo measurements provided that the tem-
poral bones were kept moist and the middle-ear pressure
controlled. Other studies have shown that temporal bone
measurements are repeatable for up to 6 h~Vlaming, 1986;
Stascheet al., 1994!. After this time deterioration of the os-
sicular chain or dehydration of the ligaments, tendons, or
tympanic membrane reduces the reliability of the results.

The temporal bones used in this study were stored by
freezing, and thawed for use. Rosowskiet al. ~1990! reported
that freezing and thawing have little effect onin vitro
middle-ear impedance and Scho¨n ~1999! found that speci-
mens which were repeatedly defrosted and refrozen showed
no changes. However, the work of Merchantet al. ~1996!
suggests that some changes may occur in temporal bone
preparations that have been frozen and thawed and that leaks
in the cochlea may allow air to enter the inner ear thereby
making the cochlea compressible. Raviczet al. ~2000! found
that freezing and thawing caused a reduction in the magni-
tude of the input impedance to the inner earuZIEu, although
not all bones measured showed this reduction. There is there-
fore, some variation in opinion on this matter.

Temporal bone preparations vary according to the
method used to measure stapes displacement. It may be ad-
vantageous to gain access to the stapes footplate by remov-
ing or draining the cochlea. This allowsin vitro measure-
ments of the footplate displacement to be made in the
direction of the assumed velocity vector of the motion,3 by
approaching the footplate from the vestibular side. In order
to measure stapes displacement with the cochlea intact, mea-
surements must be made from the lateral side of the footplate
~the surface exposed to the tympanic cavity! at an angle to
the assumed direction of motion and therefore a cosine cor-
rection should be applied.

By directly examining the effect of draining the cochlear
fluids on stapes displacement at a physiological sound pres-
sure level, this paper addresses the validity of temporal bone
preparations that have had the cochlea drained. From a prac-
tical standpoint, there is some merit in being able to measure
stapes displacement from a medial approach, namely that
preparation and alignment time can be significantly reduced,
and that no cosine correction need be applied to the measure-
ment. Draining the cochlear fluids allows this measurement
approach to be used. A larger sample of temporal bone
preparations than previously reported is used and these re-
sults are compared with the predictions of an electrical
model.

II. METHODS

A. Laser Doppler measurement

A Polytec laser Doppler vibrometer~CLV-700, 800 with
1000-velocity decoder! was used to measure the velocity of
the stapes footplate in temporal bone samples. Three ap-
proaches to the footplate were taken: from the middle-ear
cavity with the cochlea intact, from the middle-ear cavity

with the cochlea drained of fluid, and from a medial ap-
proach viewing the footplate from the internal auditory me-
atus.

B. Temporal bone preparation

Harvested temporal bones were obtained from refriger-
ated human cadavers. These contained the bony external me-
atus, middle ear, inner ear and the internal auditory meatus.
Temporal bone samples were kept frozen at220 °C in the
state in which they were removed from the cadaver. Speci-
mens were allowed to thaw for 60–90 min, during which
time they were prepared for testing. Preparations involved
opening the middle-ear cavity by a cortical mastoidectomy
with a posterior tympanotomy so that the laser beam could
be focused on the stapes footplate. Care was taken to ensure
that the ossicular chain and tympanic membrane were intact
and otologically normal.

A spot of retro-reflective paint~3M Scotchlite reflective
liquid 7210, containing glass microbeads! was painted as
centrally as possible on the footplate in order to provide a
target for the laser. A useful signal could not be achieved
without this reflective coating~Abel et al., 2000!. The mass
of the paint used was insignificant being not more than 0.5%
that of the stapes~Lord et al., 2000!.

A 4 mm diameter plastic tube~length 40 mm! was ad-
hered to the ear canal using a rapid-set epoxy resin. This was
connected to a closed-backed 50 mm diameter transducer via
a conical flare. A path was drilled obliquely into the ear canal
to allow a probe microphone to monitor the SPL within 2
mm of the tympanic membrane. A 2.2 mm diameter probe
tube ~length 20 mm! was inserted in this path and a micro-
phone attached to this tube.

During the experiment the temporal bones were not
moistened except during preparation when irrigation was re-
quired. Gentle suction was used to remove excess fluid. After
the initial measurement with the intact cochlea, subsequent
preparation was necessary to drain the vestibule. The internal
auditory meatus was drilled until the posterior of the stapes
footplate was exposed. A spot of retro-reflective paint was
applied centrally on the medial side of the footplate so that a
further set of results could be obtained of displacement in the
direction of assumed maximal displacement. All measure-
ments were made with the middle-ear cavities open.

C. Measurement setup

The measurement setup was the same as that described
in a previous paper~Lord et al., 2000!. The temporal bone
was clamped and mounted on micro-positioning stages al-
lowing three-dimensional manipulation of the bone specimen
into the optical path of the laser.

The temporal bone clamp together with the optical head
of the laser was mounted on a platform providing vibration
isolation from possible external sources. A signal generator
and an audio amplifier controlled the sound stimuli presented
to the tympanic membrane. A probe microphone was con-
structed using a Knowles EK-3103 transducer calibrated for
the 20 mm long tube exposed to a perpendicular sound field.
The microphone and probe tube were calibrated in a B&K
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Anechoic Test Chamber using a substitution method. The
calibrating standard was a flat response 1/2-inch microphone.
Sound pressure level was kept constant at 2 mm from the
tympanic membrane and the source amplification adjusted to
ensure the microphone response corresponded to 80 dB SPL
at each measurement frequency. The laser spot was focused
on the applied reflective paint with the aid of a microscope.

D. Experimental protocol

Fourteen pure tones in the frequency range 0.125–8 kHz
and at 80 dB SPL were applied to the tympanic membrane.
The measurement signals of the vibrometer and microphone
were sampled at 30 kHz to a desktop PC for subsequent
analysis. The laser signal was pre-filtered using a band-pass
filter of 0.08–10 kHz. Measurement time for a complete
characteristic was 20–25 min.

Measurements were made with the cochlea and vestibule
intact. The vestibule was drained of fluid and the measure-
ments repeated. A cosine correction was required for both
these measurements as they were made at an angle to the
assumed motion of the stapes. The cosine correction was
estimated using the rotation stage of the experimental rig.
The angle of rotation between the lateral and medial mea-
surements was about 40 deg. The bone was realigned so that
the stapes motion could be measured using a vestibular ap-
proach and further data recorded. No cosine correction to the
latter measurement was required.

E. Electrical analog

The effect of changing the inner-ear load on stapes dis-
placement was also investigated using a circuit model. The
electrical analog of the normal middle ear described by
Zwislocki ~1962! was used with the modifications proposed
by Pascalet al. ~1998!. Zwislocki considered the middle-ear

mechanism to consist of five functional units: the middle-ear
cavities; the tympanic membrane; the tympanic membrane/
malleus/incus; the incudo-stapedial joint; and the stapes/
cochlea/round-window, with the associated muscles or liga-
ments ~Zwislocki, 1962!. Pascal’s model modifies the last
part of the circuit analogous to the action of the stapes and
cochlear impedance. Nonlinear components are proposed for
the annular ligament, and the acoustic reflex, however, only
the linear model of Pascal is used in this study since its valid
range extends to 80 dB SPL. The advantage of Pascal’s
model for use in this study is that the inner-ear components
are already isolated and appropriate values have been deter-
mined, which makes the task of inner-ear modification sim-
pler. The transformer ratio between the tympanic membrane
and stapes footplate is approximately 17 and must be consid-
ered in computation, although it is not shown in the model.
The model and corresponding values are given in Fig. 1.

The basic modification to the model made in this study
was to reflect the removal of the cochlear fluid by reducing
the impedance of the cochlea,ZC . A cochlear resistance
Rco , the vestibular volumeLv and components relating to
the helicotrema,Rh and Lh ~Fig. 1! representZC . With no
fluid in the cochlea, the vestibular volume massLv was re-
duced to 0.03 mH andRco was modified to 10V, due to the
small volume of air behind the footplate in the vestibule. No
further impedance was offered by the helicotrema soRh and
Lh were set to zero.

The volume velocity of the stapes is analogous to the
current throughLs in the circuit model. This current was
converted to a displacement, assuming a footplate area of 3.2
mm2 ~Békésy, 1960!.

III. RESULTS

Five temporal bone samples were used in this study. The
mean peak to peak displacements were calculated by integra-

FIG. 1. Modified Pascal electrical analog circuit model of the middle ear~from Pascalet al., 1998!.
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tion of the velocity signal with respect to time. The phase
angle was calculated from the delay between the tympanic
membrane stimulus and the measured velocity signal. The
signal from the probe microphone was acquired through the
same interface as the vibrometer signal such that any phase
shift due to the equipment is identical for both signals, and
the phase difference between the two is independent of the
apparatus. The mean footplate displacements are shown in
Fig. 2 for an input stimulus of 80 dB SPL. The standard-
error-of-the-mean is also shown. A cosine correction equiva-
lent to an angle of approximately 40 deg was applied to the
lateral approach measurements of stapes displacement.

With the cochlea intact the stapes response is flat for
frequencies up to 700 Hz with a mean peak to peak displace-
ment of 11.5 nm and individual values ranging from 5.7 to
14.2 nm. At 750 Hz the average response rises to a peak of
16.6 nm although one temporal bone sample peaked at a
frequency closer to 1 kHz. Above this peak the average am-
plitude decreases at a rate of about215 dB/octave, to a local
minimum at 2 kHz, of 1.6 nm. A second peak is observed at
3 kHz above which the response rolls off at about212 dB/
octave. The average roll-off above 750 Hz is just less than
29.5 dB/octave. The gradients were determined using a lin-
ear regression.

The mean phase lag increases with frequency. At low
frequency the stimulus and response are in phase. At 700 Hz
the signals are 90 deg out of phase, the displacement lags
behind the pressure stimulus. At 1000 Hz, the delay corre-
sponds to 180 deg phase shift, and the displacement contin-
ues to lag behind stimulus as frequency increases. The stan-

dard error bars indicate that all five temporal bones closely
followed this characteristic phase response.

When the fluid of the cochlea is drained the low fre-
quency stapes response is no longer flat, but in general is 4
dB less than the response of the stapes and intact cochlea. At
very low frequency, 125 Hz, the response is 6 dB greater
after draining and the peak previously observed at 750 Hz is
not present; instead the displacement response is 6 dB less.
Above 1.25 kHz the response is similar to the intact situation
and about 2 dB greater. The phase data indicate changes at
high frequency. At 2 kHz the pre- and post-draining situa-
tions differ by 90 deg, above 5 kHz by more than 180 deg.
The phase lag between the stimulus and response is less in
drained preparations.

The drained preparations allowed a further set of mea-
surements to be taken from a medial approach with a target
centrally on the underside of the stapes footplate. The aver-
age movement of the measurement point normal to the plane
of the stapes footplate~medial approach measurements!
shows some differences compared with measurements taken
from the lateral side of the footplate~Fig. 3!.

The displacements measured from the two approaches
are of approximately the same magnitude from 250 to 1500
Hz. The stapes displacement at 150 Hz has a smaller com-
ponent normal to the footplate plane than might be inter-
preted from the lateral approach data. The local minimum at
2 kHz is not observed from the medial approach and the
higher frequency measurements are about 6 dB greater. The
normal component of the displacement response decreases at
about 11 dB/octave.

The electrical analog model predicts stapes displacement
of a similar magnitude to that measured in the temporal bone
experiments~Fig. 4!. Stapes displacement rolls off at about
11 dB/octave. With the drained cochlea, stapes displacement
increases at all frequencies. The largest increase is at 1 kHz,
which exhibits a resonant peak.

IV. DISCUSSION

A. Stapes-footplate displacement with intact cochlea

The intact cochlea results are similar to those reported in
the literature~Fig. 5!. The studies shown were all undertaken
in human temporal bone preparations with intact cochleae
and are normalized to an input stimulus of 80 dB SPL. The
mean of Vlaming’s four samples is converted from rms dis-
placements reported in their Fig. 5~Vlaming, 1986!. Their
measurements are in response to 80 dB SPL stimulus at the
eardrum. The line marked ‘‘Gyoet al.’’ is taken from the
measurement at the stapes head of one temporal bone stimu-
lated at 124 dB SPL~Gyo, 1987, their Fig. 5a!. In converting
the reported data to 80 dB SPL, linearity is assumed. The
recent data of Aibaraet al. ~2001! are calculated from the
mean stapes velocity per unit input pressure measured in a
sample of 11 temporal bones. All studies exhibit a decrease
in stapes displacement above 1 kHz, rolling off at about214
dB/octave. The data of Vlaming and Aibara show a peak at
around 1 kHz with flat responses at lower frequency. Gyo’s
data do not show this peak and have a larger low frequency
displacement than shown in other studies. The data from this

FIG. 2. Mean (n55) stapes-footplate displacement, before and after drain-
ing the cochlear fluids in human temporal bone. Input was 80 dB SPL at the
tympanic membrane. The standard error of the mean is also shown. The
lower plot shows the phase difference between the stimulus and the stapes
response.
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study ~marked Lordet al., Fig. 5! compares favorably with
other studies but also exhibits a secondary peak. The reso-
nance at 750 Hz is below the 1 kHz peak reported by Vlam-
ing and Aibara but agrees well with the measurement of Gyo.
Below 750 Hz stapes displacements are similar to Aibara’s
findings, being relatively independent of frequency. Between
750 Hz and 2 kHz the results of this study are similar to
those of Gyo. At higher frequencies the displacements are
found to be in agreement with those of Aibara and Vlaming.
The major difference between the findings in this study and
those of previous researchers is the dip in the mid–high fre-
quencies.

B. Opening the middle-ear cavity

Measurements in cat middle ears suggest that this dip is
a result of opening the middle-ear cavities~Guinan and
Peake, 1967!. Rosowskiet al. ~1990! argue that opening the
middle-ear air spaces has little effect on the human middle-
ear input impedance. They suggest that opening the middle-
ear cavities causes less than a 10% decrease in input imped-
ance to the middle ear, at low frequencies. McElveenet al.
~1982! found that a wide opening made in the mastoid cavity

of a human temporal bone produced a notch at about 1.5 kHz
in umbo displacement. Goodeet al. ~1989! suggest that it is
the mastoid air cells that cause a notch in the displacement
from 2 to 3 kHz. Hudde and Engel~1998! found that remov-
ing the mastoid air cells results in a dip between 1 and 3
kHz, corresponding to the antrum resonance. The 2 kHz
notch observed in this study therefore accords with previous
work.

C. Draining the cochlear fluids

At 80 dB SPL draining the cochleain vitro appears to
have a small effect on the magnitude of stapes vibration~Fig.
3!. At low frequencies, draining the cochlea reduces vibra-
tion amplitude whereas above 1 kHz stapes displacement
increases by about 3 dB. This result is similar to that reported
by Shinohara~1997! in guinea pigs.

Gyo et al. ~1987! took direct measurements of stapes
displacement before and after draining the cochlea. Their
result has been normalized to an 80 dB SPL stimulus at the
tympanic membrane and shown with the results from this
study ~Fig. 6!. Gyo measured an increase of up to 8 dB in
stapes-head displacement above 500 Hz when the cochlear
fluids were drained. A resonant peak at 700 Hz was intro-
duced by draining the fluids. No resonant peak was present
in Gyo’s intact cochlea measurement, although this may be
masked by an increased low frequency amplitude response.
The intact measurement of Gyoet al. is greater than the in-
tact measurement in this study for frequencies less than 700
Hz. Both studies measure similar displacements above 700
Hz.

The circuit model was used to predict displacement in-
crease after draining the inner-ear fluids~Fig. 4!. A resonance

FIG. 3. Mean (n55) stapes-footplate displacement, before and after drain-
ing the cochlear fluids in human temporal bone. Input was 80 dB SPL at the
tympanic membrane. The footplate response before and after draining the
cochlea was measured with a lateral approach from within the middle ear
cavity. A cosine correction has been applied to these measurements. The
footplate response after the cochlea was drained was also measured with a
medial approach, from the drained vestibule. No cosine correction was ap-
plied as measurement was in-line with assumed direction of movement. The
lower plot shows the phase difference between the stimulus and stapes re-
sponse.

FIG. 4. Electrical analog predictions of stapes-footplate displacement for a
stimulus of 80 dB SPL at the tympanic membrane, compared with the lateral
approach data. The lower plot shows the phase difference between the
stimulus and stapes response.
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peak at 1 kHz is also present in the drained cochlea circuit
model that is not previously present. The results of Gyoet al.
for intact and drained displacements fit well with the analog
model prediction. However, Gyo’s results were recorded
with a much higher input stimulus level, which is out of the
reported validity range of the model. Linearity of the ossicu-
lar chain in response to sound pressure at the tympanic mem-
brane has been reported over a wide range of input levels.
Guinan and Peake’s~1967! measurements in cats indicate
that for frequencies below 1.5 kHz the intact feline middle
ear is linear up to 130 dB SPL. Andersenet al. ~1963! dem-
onstrate that the human middle ear4 exhibits a linear response
to stimulation level up to an input stimulus of 110 dB SPL
and Gundersen~1972! finds linearity for sound pressures up
to 115 dB. At higher levels a pronounced lack of proportion-
ality was demonstrated in their recordings. Rubinsteinet al.
~1966! found in human cadavers that the linear limit is
around 104 dB SPL. Goodeet al. ~1994! show that stapes
motion is linear at 124 dB SPL. Normalizing Gyo’s results
from 124 dB SPL to an input stimulus of 80 dB SPL is
probably valid.

Gyo’s results were measured from the stapes head
whereas the other measurements in this study were measured
from the stapes footplate. There is a possibility that the
stapes is not acting as a rigid body, especially at the high
sound pressure levels used to stimulate the ossicles in their
study. However, this point should not be overemphasized
since the data presented by Gyoet al. represent only one
temporal bone sample. In general Gyo’s data match the ex-

pected result predicted by circuit models and from imped-
ance measurements.

D. Dehydration of the annular ligament

One factor that may affect the temporal bone study and
cause the drained cochlea stapes displacement to be of lower
magnitude than theory predicts, is a drying and stiffening of
the annular ligament. There is an implicit order bias in the
experimental protocol, as stapes displacement with an intact
cochlea must be measured prior to draining the cochlea. If
the measurement and preparation time is significant then
some drying of the annular ligament will undoubtedly occur
between measurements. The frequency response of the
stapes, to 14 pure tones, took 20–25 min to measure. The
subsequent draining of the cochlea and realignment of the
bone sample took up to an hour. Although the annular liga-
ment was not purposefully moistened, irrigation was used
during preparation. It is possible that there was some stiffen-
ing of the annular ligament in this study, however, data from
our research group show no change in response 4.5 h after
having opened the inner ear~Fig. 7!.

E. Use of thawed temporal bones

The work of Raviczet al. ~2000! suggests that freezing
and thawing can have a significant effect on the inner-ear
input impedance. The artificial introduction of air into the
cochlea resulted in a decrease ofuZIEu in all cases. While this
was not the case with each freeze and thaw cycle of temporal

FIG. 5. Stapes-displacement responses in human temporal bone reported in
the literature, normalized to 80 dB SPL at the tympanic membrane. Means
are reported for Lordet al. ~this study! n55, Aibaraet al. ~2000! n511,
and Vlaming~1986! n54. Gyo measured peak to peak stapes head displace-
ment in one temporal bone. Aibaraet al. measured footplate volume-
velocity which has been converted to displacement assuming a footplate
area of 3.2 mm2. Vlamings rms displacement results have been converted to
peak-to-peak values. The lower plot shows the phase difference between the
stimulus and stapes response.

FIG. 6. Stapes-displacement, before and after draining the cochlear fluids.
Gyo et al. stapes head response has been normalized to 80 dB SPL at the
tympanic membrane. The lower plot shows the phase difference between the
stimulus and stapes response.
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bones in their study, it is thought to be the mechanism by
which thawed samples are affected. It may have been the
case that the temporal bones used in this study were partially
drained at the start of the experiment, in which case subse-
quent ‘‘draining’’ would have had no further effect on inner-
ear impedance. However, when compared with the experi-
mental work of Aibara~2001! and Vlaming~1986! the data
presented here are consistent whether initially drained by
freezing or deliberately drained by removal of the inner ear.
It should be noted that Vlaming~1986! used frozen and
thawed temporal bones, and Aibara~2001! and Gyo~1987!
used fresh samples.

F. Stapes motion

If stapes motion were purely pistonlike the magnitude of
the displacement should be the same at all points on the
footplate. Reported differences between the lateral and me-
dial approach measurements may be due to the location of
the targets, although these were both located as centrally as
possible on the footplate. Using two approaches to the foot-
plate, one from an oblique angle and the other in-line with
the assumed maximal displacement~i.e., the pistonlike com-
ponent!, shows that stapes motion, in preparations with
drained cochlea, is not purely one dimensional but exhibits
some other motion components at mid-high frequency. This
is in agreement with the findings of Gyoet al. ~1987!,
Heilandet al. ~1999!, and others.

The fact that Gyo’s intact data differs from the experi-
mental results of other workers at low frequency may result
from the choice of measurement position on the stapes. Evi-
dence for this is given by Gyo~1987!, ‘‘the displacement
amplitudes of the spheres differed greatly according to their
location on the stapes.’’ There is therefore the possibility that
the stapes footplate is not moving in the same manner as the
stapes head. The circuit model does not account for this fact
and would predict the ‘‘bulk’’ stapes motion, as though it
were the stapes head. Perhaps this is the reason that the cir-
cuit model and Gyo’s data are similar, and may explain dif-
ferences between circuit models and experimental data. More
work is needed regarding stapes motion.

V. CONCLUSIONS

Stapes-footplate displacements measured in temporal
bones with intact cochlea are similar to those reported by
other investigators. Despite the use of thawed temporal
bones, the footplate response was similar to a previous study
using fresh temporal bones. There was no evidence of dehy-
dration of the annular ligament. Differences were consistent
with other data reporting the 2 kHz notch to be the probable
result of opening the middle-ear cavity. The subsequent
draining of the cochlea resulted in no change of stapes dis-
placement at frequencies above 1 kHz. Below this frequency
stapes displacement was found to have slightly decreased.
Results from an electrical analog model show that stapes
displacement is expected to increase at all frequencies. A
previous study of stapes-head displacement showed that vi-
bration amplitude increased by as much as 8 dB at frequen-
cies above 700 Hz, with little change in amplitude below 500
Hz. The results presented here suggest that draining the co-
chlea in human temporal bones has little effect on stapes
footplate motion.

It is clear that the discrepancy between these results and
those of Gyoet al. ~1987! and the circuit model needs to be
explained. Some explanations for the differences between the
two studies include the level of stimulation, and the measure-
ment position on the stapes~head or footplate!. One ap-
proach to this would be to measure the effect of draining the
cochlear fluids on stapes motion over a wide range of sound
pressure levels. Multipoint measurements of the stapes mo-
tion and the rigidity of the stapes could also be investigated.
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2Sound pressure levels in dB SPL are referenced to 20mPa.
3Assuming a pistonlike motion of the stapes, the velocity vector is the line
along which the stapes moves. This common assumption may oversimplify
the actual motion of the footplate, but is a limitation of a single point
measurement system.
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round window volume displacement is equal to oval window volume dis-
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von Békésy, G.~1960!. Experiments in Hearing~McGraw-Hill, New York!.
Zwislocki, J. ~1962!. ‘‘Analysis of the Middle-Ear Function. Part I: Input

impedance,’’ J. Acoust. Soc. Am.34, 1514–1523.

3139J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Lord et al.: Draining cochlear fluids in ear models



Multicomponent stimulus interactions observed
in basilar-membrane vibration in the basal region
of the chinchilla cochlea
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Multicomponent stimuli consisting of two to seven tones were used to study suppression of
basilar-membrane vibration at the 3–4-mm region of the chinchilla cochlea with a characteristic
frequency between 6.5 and 8.5 kHz. Three-component stimuli were amplitude-modulated sinusoids
~AM ! with modulation depth varied between 0.25 and 2 and modulation frequency varied between
100 and 2000 Hz. For five-component stimuli of equal amplitude, frequency separation between
adjacent components was the same as that used for AM stimuli. An additional manipulation was to
position either the first, third, or fifth component at the characteristic frequency~CF!. This allowed
the study of the basilar-membrane response to off-CF stimuli. CF suppression was as high as 35 dB
for two-tone combinations, while for equal-amplitude stimulus components CF suppression never
exceeded 20 dB. This latter case occurred for both two-tone stimuli where the suppressor was below
CF and for multitone stimuli with the third component5CF. Suppression was least for the AM
stimuli, including when the three AM components were equal. Maximum suppression was both
level- and frequency dependent, and occurred for component frequency separations of 500 to 600
Hz. Suppression decreased for multicomponent stimuli with component frequency spacing greater
than 600 Hz. Mutual suppression occurred whenever stimulus components were within the
compressive region of the basilar membrane. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1416198#

PACS numbers: 43.64.Kc@LHC#

I. INTRODUCTION

The operation of the cochlea has principally been stud-
ied using simple stimuli such as tones and/or clicks. This has
provided an enormous amount of information about this
complicated nonlinear system. However, because the cochlea
is nonlinear, one cannot predict the response to a novel
stimulus in a straightforward manner~e.g., Rhode, 1971; Sel-
lick et al., 1982; Robleset al., 1986!. If one wishes to un-
derstand processing of complex sounds more representative
of the acoustic ecology, it is necessary to present stimuli
whose spectra are more realistic than those of clicks and
single tones. In particular, two-tone and multitone suppres-
sion effects are studied here.

Although the response of the auditory nerve~AN! to
various stimuli largely reflects basilar-membrane response to
the same stimuli, it would be beneficial to employ the same
stimulus set for basilar-membrane studies that has been used
to study AN behavior, as a way to understand the nature of
AN responses. Some commonly used stimuli for the study of
AN function are amplitude-modulated~AM ! signals and har-
monic complexes~Javel, 1980; Joris and Yin, 1992!. The
responses of auditory-nerve fibers~ANFs! to AM signals in-
dicate an enhancement of modulation depths over a range of
frequencies and intensities.

Horst et al. ~1986, 1990! studied the representation of
multicomponent~N54 to 64! octave band stimuli centered
at the characteristic frequency~CF! of AN fibers in the cat.

They observed that edges of the stimulus spectrum were
dominant in the response with increasingN, and response to
the center component was reduced under these conditions.
Similar behavior is observed at the level of basilar-
membrane mechanics forN as low as 3, and it appears that
frequency spacing of stimulus components is the most im-
portant factor~Rhode and Recio, 2001!.

Two-tone suppression has been studied at the level of
the auditory nerve~e.g., Sachs, 1969; Javel, 1981; Javel
et al., 1978; Javelet al., 1983; Delgutte, 1990!, in cochlear
mechanics~e.g., Rhode, 1977; Ruggeroet al., 1992; Cooper
and Rhode, 1996b; Nuttall and Dolan, 1993!, and via hair-
cell recording~Sellick and Russell, 1979; Cheatham and Dal-
los, 1990; Nuttall and Dolan, 1993!. Results indicate that
much of the behavior seen in the auditory nerve arises as a
result of cochlear mechanics. However, there have been lim-
ited cochlear mechanical studies using more complex stimuli
~cf. Recio and Rhode, 2000!. To help reduce that limitation,
single-, two-, three~AM !-, five-, and seven-tone stimuli were
used in the present study to further explore nonlinear effects
at the level of basilar-membrane vibration.

II. METHODS

Methods are essentially those detailed in Cooper and
Rhode~1992!. Seven chinchilla cochleas were studied at ap-
proximately the 3–4-mm location@characteristic frequency
~CF!56.5–8.5 kHz#. All procedures were approved by the
Animal Care and Use Committee of the University of Wis-
consin.a!Electronic mail: rhode@physiology.wisc.edu
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Each animal was anesthetized with sodium pentobarbital
using a dose rate of 75 mg/kg. Additional smaller doses were
administered to maintain the animal in a deeply areflexive
state. All anesthetics were administered intraperitoneally. A
tracheotomy was performed to ensure an open airway. After
the ear was surgically removed, four screws were implanted
in the skull and fixed with dental cement, forming a rigid
base. A bolt was then cemented at the base to provide a
stable fixation of the skull to a head holder that has six de-
grees of freedom for positioning the cochlea under the mi-
croscope.

The bulla was opened widely and a silver ball electrode
was positioned so as to touch the round window for the
purpose of recording the compound action potential~CAP!
of the auditory nerve in response to short-duration tones~16
ms! for each animal. Because we recorded only in the high-
frequency region of the cochlea, the stimulus was stepped in
2-kHz increments from 2 to 20 kHz. At each frequency, a
visual detection threshold forN1 was determined by viewing
an average of 20 repetitions as the stimulus level was varied
in 1-dB steps. If thresholds were above our best threshold
curve by more than 20 dB, no data were collected. High CAP
thresholds equated to little or no compression in the hook
region ~Sellick et al., 1982!. CAPs were not typically re-
corded after mechanical measurements were initiated except
to verify that they increased whenever mechanical sensitivity
decreased. Any change in mechanical sensitivity was taken
as a sign of a deteriorating cochlea.

The overlying cochlear bone was shaved down using a
microchisel until the remaining tissue and/or bone debris
could be removed with the microelectrode pick. Gold-coated
polystyrene beads 25mm in diameter served as retroreflec-
tors. They were placed in the perilymph and allowed to sink
to the basilar membrane. They have a specific gravity of 1.05
that should minimize any loading of the basilar membrane. A
glass cover slip was placed over the opening with no hydro-
mechanical seal. Perilymph wicked up to the glass, and
beads could then be imaged without detrimental effects on
the measurements that occur through an unstable interface
between the perilymph and air.

An opening in the bony ear canal, immediately over the
tympanic membrane, was made so that the probe tube of a
1
2 -in. Bruel & Kjaer condenser microphone could be visu-
alized as it was positioned parallel to the tympanic mem-
brane within 1 millimeter of the tip of the malleus, the probe
was fixed in place with dental cement, forming a closed-field
acoustic system. The opening was sealed with a glass cover
after a 45-mm bead was placed on the tympanic membrane at
the tip of the malleus~or umbo!. The bead was used as a
retroreflector for the interferometer and allowed measure-
ment of the transfer function of the malleus. The sound
source was a RadioShack supertweeter dynamic phone for all
stimuli except two-tone stimuli. In the latter case, reverse-
biased1

2-in. condenser microphones that were compensated
for frequency flatness were used.

A. AM stimuli

AM signals were synthesized and presented using a TDT
system~Tucker-Davis Technologies®) system@Eq. ~1!#

S~ t !5~11m•sin~2p f modt !!sin~2p f carrt !. ~1!

The carrier frequency,f carr, was set equal to the characteris-
tic frequency of the basilar membrane. The modulation fre-
quency was varied in 100-Hz steps from 100 to 1000 Hz, and
above 1 kHz was set to 1250, 1500, and 2000 Hz. The modu-
lation coefficient (m) was set to 0.5, 1.0, or 2.0 wherem
52 results in three equal-amplitude sine tones. Stimulus
level was varied from 0 to 90 dB SPL in 5-dB steps. Stimuli
were 30 ms in duration, 8 times at a rate of 10/s. A cosine
envelope with 1-ms rise/fall time was used for all stimuli.
Amplitude and phase were determined using a phase-locked
loop technique that computes dc and the Fourier component
~sine wave fit, abbreviated as sinfit!.

B. Multicomponent stimuli

A subset of these stimuli consisted of five equal-
amplitude sinewaves with the first, third, or fifth component
frequency set equal to the CF of the basilar-membrane loca-
tion under study. The frequency separation of stimulus com-
ponents was varied in steps of 100 Hz up to 1 kHz and set to
1250, 1500, and 2000 Hz above 1 kHz.f mod.2000 Hz was
not explored because ANFs do not show any AM temporal
coding for this condition. Stimulus level was varied from 0
to 90 dB SPL in 5-dB steps. The stimulus level for multi-
component stimuli always refers to the level of the center
~CF! component. Stimuli were 30 ms in duration, repeated 8
times at a rate of 10/s. Analysis consisted of determining the
amplitude of nine response components around CF using the
sinfit procedure described above. The amplitude at the dif-
ference frequency was also determined but was insignificant
or buried in the noise except for high levels and large fre-
quency separations.

Another stimulus consisted of seven equal-amplitude
sine waves with the middle component always set equal to
CF. These stimuli had the same difference frequencies as the
five-component stimuli and were analyzed in the same man-
ner except that 11 components were analyzed using the sinfit
technique. The level of the center component is specified
throughout the paper.

The component amplitudes of each stimulus used~three,
five, and seven-component stimuli! were compensated by the
acoustic calibration.

C. Two-tone stimuli

Two-tone suppression~2TS! data were collected in order
to provide a comparison for suppression effects due to mul-
tiple components. These data were also important for deter-
mining whether suppression effects are compatible with the
large body of literature on 2TS in cochlear mechanics. The
two-tone paradigm consisted of a 30-ms probe stimulus at
CF and a 30-ms suppressor tone delayed 10 ms relative to
the probe onset. Generally, eight repetitions of the combina-
tion were presented at a rate of 10/s. The probe tone was held
constant while input–output~I/O! functions were collected
as the suppressor tone was varied in 5-dB SPL steps from a
maximum to a minimum~usually 90 to 0 dB SPL!. The
suppressor frequency was then changed and the process re-
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peated. The probe level was varied in 10-dB steps. I/O func-
tions for 20–40 suppressor frequencies were presented at
each probe level with closer frequency spacing near CF than
away from it. A Hamming window~Rabiner and Gold, 1975!
was applied to the response before analysis occurred.

D. Single-tone basilar-membrane and middle-ear
vibration measurements

Basilar-membrane input–output~I/O! functions were de-
termined using 30-ms tone bursts with 1-ms raised-cosine
rise and fall times and presented every 100 ms. The stimulus
level covered a 100-dB SPL range in 5-dB SPL steps. A
minimum of eight basilar-membrane and four middle-ear re-
sponses were averaged for each stimulus condition. Analysis
consisted of Fourier decomposition of the steady-state por-
tion of the averaged response at the stimulus frequency. Mea-
surements of the basilar-membrane I/O function at CF were
made throughout the experiment to monitor preparation sta-
bility. Vibration of the ossicles was measured at the tip of the
manubrium~umbo! or at the incudo–stapedial joint or both
locations before and/or after basilar-membrane measure-
ments.

E. Displacement measurements

Mechanical responses were measured using a custom-
built displacement-sensitive heterodyne laser interferometer
~Cooper and Rhode, 1992!. The laser was coupled to the
preparation using a long working distance lens~Nikon

SLWD 5X, NA 0.1!. The laser was focused to a spot;5 mm
in diameter on the reflective beads. The interferometer was
not sufficiently sensitive to measure basilar-membrane vibra-
tion without the gold-coated beads. Instantaneous phase was
measured using two single-cycle phase meters that worked in
quadrature. Phase meter outputs were sampled at 250 kHz
and the phase was unwrapped using custom software. Re-
sponse amplitudes were corrected for the frequency response
of the recording system. The noise floor was,5 pm/AHz.

III. RESULTS

A. Two-tone interactions

Two-tone studies were conducted along with three-,
five-, and seven-tone studies. They provide data needed to
determine whether or not suppression or distortion effects of
multitone stimuli are predictable from two-tone results. Two-
tone studies involved the collection of displacement-level
~I/O! functions during simultaneous presentation of a probe
and suppressor tone. The probe tone was always set to the
best frequency of the basilar-membrane location under study.

Prior to presentation of any complex stimulus, the
single-tone response was collected in order to determine the
CF of the region under study. A portion of the I/O functions
for one study is shown in Fig. 1~A!, where the symbol at-
tached to each I/O function indicates the stimulus frequency
in kHz. I/O functions are linear for frequencies,6 kHz.
Nonlinear growth in amplitude of basilar-membrane vibra-
tion occurs for frequencies.6 kHz. The slope of the I/O

FIG. 1. Single- and two-tone responses for a basal co-
chlear region with CF58000 Hz. Symbol key: solid
symbol5x kHz, e.g., B52 kHz; open symbol5x dB
SPL, e.g.,b52 times 10520 dB SPL.~A! Single-tone
amplitude I/O functions at the indicated frequencies
with only a subset of the data shown for clarity. Symbol
exception:j511 kHz. ~B! Normalized isolevel curves
~sensitivity5amplitude at 1 Pascal frequency transfer
functions! derived from the I/O curves shown in panel
~A!. A two-tone suppression study is shown in panels
~C! through ~F!. ~C! Probe amplitude I/O curves that
have been normalized to 0 dB for a 20-dB SPL suppres-
sor to emphasize probe suppression as a function of
suppressor level; probe level540 dB SPL and only a
third of the I/O curves are shown.~D! Isolevel normal-
ized probe amplitude curves derived from the I/O
curves in panel~C!. This is the normalized probe am-
plitude versus frequency function representation of the
data in panel~C! for the full data set.~E! Suppressor
amplitude I/O curves taken at the same time as the data
in panel~C!. ~F! Normalized isolevel suppressor ampli-
tude curves derived by subtracting the single-tone data
in panel ~B! from the isolevel suppression amplitudes
obtained from the I/O functions in panel~D! for the
condition when the level of the probe is 40 dB SPL.
The arrow indicates the frequency of the probe tone.
Chinchilla Ct17.
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function, or growth rate, equals 1 for a linear system. Growth
rates,1 dB/dB are characteristic of a nonlinear compressive
system, and greater than 1 for an expansive nonlinearity. An
expansive nonlinearity is seen at 10 kHz for levels
.90 dB SPL, just beyond the notch in the I/O function,
which is accompanied by a rapid change in the response
phase~;180°, not shown!. Compression at CF (58 kHz)
begins around 20 dB SPL with a growth rate of 0.36~dB/dB!
between 40 and 70 dB SPL.

The complete set of I/O functions can be recast as a set
of transfer functions normalized by stimulus level@Fig. 1~B!#
where deviation from linearity is seen by a lack of superpo-
sition of the individual isolevel functions for frequencies
above 6 kHz. At CF, a reduction in sensitivity of;45 dB
occurs as sound pressure is increased from 30 to 100 dB
SPL. Response amplitude to a CF tone was 1.5 nm at 20 dB
SPL and was among the best of this experiment series~0.25,
0.3, 0.4, 1.0, 1.4, 1.5, 1.6 nm at 20 dB SPL!. A significant
portion of differences in amplitude is likely due to the vari-
ability in the radial location of the basilar-membrane mea-
surement, as there is limited control on where the reflective
bead falls. The maximum displacement is a function of the
radial location of the bead on the basilar membrane.

In a two-tone suppression~2TS! paradigm, the motion in
response to the probe tone~40 dB SPL at CF58 kHz! is
reduced as the suppressor level is increased beyond a certain
threshold@a subset of I/O functions is shown in Fig. 1~C!#.
Suppressor frequencies near the probe frequency exhibit the
lowest suppression thresholds,,40 dB SPL or slightly be-
low the level of the probe. As suppressor frequency in-
creases, suppression threshold increases and the amount of
suppression decreases. As the suppressor frequency de-
creases below CF (5probe frequency) the rate of suppres-
sion, measured as the slope of the curves in Fig. 1~C!, ap-
proaches 1 dB/dB. The rate of suppression decreases as
suppressor frequency increases above CF. These latter rela-
tions are seen best in Fig. 1~D!, where probe suppression is
shown as a reduction of probe amplitude versus suppressor
frequency with suppressor level the parameter
(probe level540 dB SPL). When the suppressor level is near
40 dB SPL the first signs of suppression are seen in the
vicinity of CF. As the suppressor level is increased, the range
of frequencies that suppresses the probe widens, and the
amount of suppression increases to;30 dB for suppressor
levels .80 dB SPL. Because probe amplitude is monotoni-
cally decreasing with increasing suppressor level, it is hy-
pothesized that probe suppression would continue to increase
with higher suppressor levels than were used here. Similar
maximum amounts of suppression~25–35 dB! were obtained
in the other six preparations.

An alternate method of expressing the interaction of two
tones is to plot the amplitude I/O functions of the suppressor
tones@Fig. 1~E!# corresponding to the probe I/O functions
@Fig. 1~C!#. Compared to the single-tone I/O functions@Fig.
1~A!# these are more linear and the notch in the 10-kHz
function is not present. Mutual suppression of the probe and
the suppressor response components can be seen by subtract-
ing the single-tone isolevel curves shown in Fig. 1~A! from
the suppressor isolevel curves obtained from the data in Fig.

1~E! with the result shown in Fig. 1~F!. The 40-dB SPL
probe tone at CF is shown to have a suppressive effect on the
second tone that extends from 6 to 11 kHz, nearly an octave,
and can be seen to suppress the second tone by more than 18
dB at 9.5 kHz. As suppressor level is increased, suppression
due to the probe tone is reduced in both amplitude and fre-
quency extent. The probe tone at CF has its strongest sup-
pressive effect for the cochlear region basal to its location
with the location of the maximum effect increasing with sup-
pressor level. At this point it should be obvious that the
terms, probe/suppressor, are merely a convenience since both
the probe and the suppressor produce suppression of the
other component with the caveat that both must reside in the
compressive region of the basilar membrane for mutual sup-
pression to occur.

Two-tone neural suppression in the auditory nerve has
been extensively studied~e.g., Sachs, 1969; Javelet al.,
1983; Delgutte, 1990!. One typical display method for
auditory-nerve 2TS I/O functions is to examine the effect of
a suppressor tone at several levels on the I/O function at CF
for a nerve fiber. This AN paradigm was used in one study of
the mechanical correlate of neural 2TS when the suppressor
tone was held constant while the I/O function at CF
(56.5 kHz) was measured~Fig. 2!. The typical rightward
shift observed in the rate-level AN I/O functions with in-
creasing suppressor level is also seen in the mechanical I/O
functions for all suppressor frequencies. Larger shifts with
each level increment occur for suppressor frequencies lower
than CF@4 and 6 kHz in Figs. 2~A! and~B!, respectively#. As
the I/O response function shifts to the right with increasing
suppressor level, the probe amplitude response stays linear to
proportionally higher levels. In all other studies, the suppres-

FIG. 2. I/O curves that are similar to those collected from the auditory nerve
in a two-tone suppression paradigm. Probe amplitude versus probe level
with suppressor level varied (CF56500 Hz). The suppressor frequency is
indicated as a parameter in each panel. Probe level was varied in 5-dB SPL
steps. Responses with amplitudes less than228 dB re 1 nm are removed
from the display since they were below the system noise level. Cb057.
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sor level was decremented in 5-dB steps from 90 to 0 dB
SPL to produce the I/O functions while the probe level was
held constant. Results for one of these studies shown in Fig.
3 are presented in the same format as in Fig. 2, although the
probe levels are fewer~six versus 19! and also the range of
levels is smaller than that in Fig. 2~20 to 70 vs 0 to 90 dB
SPL!. The rightward shift of the probe amplitude function for
a 10-dB suppressor level increase is as much as 18 dB at
3000 Hz or a rate of suppression of 1.8 dB/dB~Fig. 3,
CF58 kHz!. The magnitude of the shift to the right of the
probe response curves increases with decreasing suppressor
frequencies. The shift is relatively constant, usually
;1dB/dB, once the suppressor frequency is in the linear
region of the basilar-membrane response. Probe amplitude
I/O functions are linear to higher levels as the suppressor
level is raised. In general, this mechanical 2TS behavior
closely parallels comparable neural 2TS data.

Three views of two-tone suppression are presented in
Fig. 4 for three probe levels~30-, 50-, and 70 dB SPL in
rows 1, 2, and 3, respectively!. Suppression thresholds of an
8-kHz, 30-dB SPL probe by a near-CF suppressor are of
equal or even lower (;20 dB SPL) levels than probe levels
@Fig. 4~A!#. With increasing suppressor level, the frequency
extent of suppression increases until all lower frequencies
suppress the probe. On the high-frequency side of the probe,
suppression occurred at least up to 15 kHz, the highest fre-
quency suppressor that was employed. It appears that sup-
pression continues with further increases in suppressor fre-
quency, though there is a relatively small reduction of the
probe. Near CF there is a ‘‘break’’ in the isolevel curves for
levels .60 dB SPL ~indicated by the solid line below the
abscissa! that is a result of leakage in the frequency analysis

routines due to the width of the Fourier filters~see the dis-
cussion below!.

As the probe level is increased to 50 and 70 dB SPL
@Figs. 4~B! and ~C!, respectively#, the suppressor level that
just begins to suppress the probe remains roughly 10 dB less
than the probe level. The ‘‘break’’ in the 30-dB SPL isolevel
curves near CF doesn’t occur when the probe is at higher
levels (.40 dB SPL). To avoid possible damage of the co-
chlea by stimulus levels.95 dB SPL, the suppressor level
never reached 40–50 dB above the probe level, which is
necessary to see the break. For probe levels between 20 and
30 dB SPL the suppressor level can be as much as 60 dB
greater than the probe level. Another effect of increasing
probe level is that the suppressor frequency that produces
maximum suppression moves to lower values.

Iso-suppression curves for 1, 10, and 20 dB of suppres-
sion are compared to the single-tone 1-nm iso-amplitude
curve @Figs. 4~D!, ~E!, and ~F!: dashed line51-nm iso-
amplitude curve#. Iso-suppression curves lose their ‘‘tip’’ as
probe level increases and become nearly constant up to a
cutoff frequency. It is also apparent that the high-frequency
side of the suppressive region extends beyond the 1-nm iso-
amplitude region. The single-tone 1-nm iso-amplitude region
can be viewed as the excitatory region for an AN fiber with
the same CF, essentially a frequency threshold curve.

Slopes of the probe I/O functions@cf. Fig. 1~C!# versus
suppressor frequency are shown with suppressor level as a
parameter@Figs. 4~G!, ~H!, and~I!#. These slopes define the
rate of suppression and~for the convenience of using the
same ordinate scale! are compared to the negative of the
single-tone I/O growth rates where rates,1 dB/dB define
the nonlinear or compressive region@column 3, Figs. 4~G!,
~H!, and~I!, single-tone data at 70 dB SPL indicated by the
dashed line#. Suppression rates approach21 dB/dB for suf-
ficiently high suppressor levels in the frequency region
where single-tone growth rates are 1 dB/dB, i.e., the linear
region of basilar-membrane single-tone response. In the
compressive region around CF, the suppression rate is 0.3
dB/dB and decreases to 0.2 dB/dB at 11.5 kHz. Suppression
rate decreases as growth rate decreases and is not equal to
zero even at 15 kHz, a frequency that is beyond the single-
tone response region. It is noteworthy that suppression oc-
curs for frequencies.11 kHz, even though the single-tone
displacement is less than 0.1 nm for levels,70 dB SPL.
Above 70 dB SPL the single-tone vibration is complicated by
the fact that there is a notch in the 10-kHz I/O function, and
the compression slope is negative, zero, or greater than 1
dB/dB depending on the stimulus level. The fact that there is
suppression in what has traditionally been labeled the plateau
region of the basilar-membrane transfer function~e.g.,
Rhode, 1971; Cooper and Rhode, 1996a! suggests that the
vibration of the basilar membrane is influenced by tones
nearly an octave above CF and possibly more.

Perhaps a more telling relationship is the relative
suppressor-to-probe amplitude that results in a fixed reduc-
tion of the probe across both frequency and probe level~Fig.
5!. This relation shows that the suppressor amplitude re-
quired to produce 1 dB of suppression is near that of the
probe amplitude for frequencies up to CF and is nearly inde-

FIG. 3. I/O curves that are similar to those collected from the auditory nerve
in a two-tone suppression paradigm. Data were collected in the manner
described in the Methods section: Probe I/O functions were collected while
the suppressor level was stepped in 5-dB SPL increments. The suppressor
level is indicated on each curve and the suppressor frequency is given in
each panel. Data are from the same experiment as the data shown in Fig. 1
where CF58 kHz ~Ct17!.
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pendent of the probe amplitude for frequencies,CF/2. Be-
yond CF, the required suppressor amplitude decreases rap-
idly and can be as small as 1% of the probe amplitude. This
latter number is intriguing and suggests that the probe is
affected by what is happening in the region basal to 8 kHz.
This is consistent with the fact that there is suppression even
when the suppressor frequency is beyond the single-tone up-
per cutoff frequency for a particular place. In order to reduce
the probe amplitude by 12 dB, the suppressor amplitude has
to be increased over 20 dB. The suppressor-to-probe relation
as a function of frequency is seen to be similar for all probe
levels employed.

B. Multitone suppression

Suppression effects in BM responses to AM stimuli
were studied by analyzing the amplitude of the CF compo-
nent of the basilar-membrane response to an AM signal rela-
tive to the single-tone response. From results shown in Fig.
6, it is clear that there is a systematic increase in probe sup-
pression with increasing modulation depth. There is only a
modest amount of suppression~1–2 dB! at 50% modulation,
for which the amplitudes of sideband components are 12 dB
less than the carrier amplitude@Fig. 6~A!#. However, sup-

pression increases for 100% modulation, in which case the
sideband components amplitudes are 6 dB less than carrier
amplitude @Fig. 6~B!#. While suppression is dependent on
both the stimulus level and the modulation frequency, the

FIG. 4. Suppression from several perspectives. Column 1: Isolevel suppression curves for 5-dB increments in level~10-dB levels are indicated with a
numbered symbol: e.g., 30 dB SPL510 timesc while the probe is at 30, 50, and 70 dB SPL in rows 1, 2, and 3, respectively. Column 2: Suppressor levels
necessary to reduce the probe amplitude21, 210, or220 dB ~labeled solid lines!. The 1-nm iso-amplitude curve for a single tone is repeated in each panel
~dashed line!. Column 3: The suppression rates for the three probe levels at 10-dB SPL increments~solid lines and numbered symbols!. The negative of the
slope of single-tone I/O curves~defined as compression! at 70 dB SPL is superimposed in each panel~dashed line,G! where21 dB/dB is linear and 0 dB/dB
is complete compression~Ct17!.

FIG. 5. Suppression amplitude is given in dB relative to probe amplitude for
1- and 12-dB suppression of the probe. Probe level was varied from 30 to 70
dB SPL ~thin lines and indicated by symbols!. The 30- and 70-dB SPL
single-tone isolevel curves are superimposed~thick lines! for comparison.
CF58 kHz, Ct17.
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relation is not straightforward across stimulus level. This is
clearest when the AM carrier and sidebands are equal in
amplitude~200% modulation! where a nonmonotonic rela-
tion between suppression and level exists for modulation fre-
quencies,1 kHz @Fig. 6~C!#. While suppression increases
with level from 20 to 70 dB SPL, suppression decreases
regardless of modulation frequency for stimulus levels above
70 dB SPL~Fig. 7!. This inflection in I/O curves at CF may
result from a linearization of the I/O functions with level
.75 dB SPL.

Suppression of the CF component during presentation of
five-component stimuli behaves somewhat similarly to that
for AM stimuli. In this instance, there is a strong dependency
on which of the five components is positioned at CF~Fig. 8!.

With the first component placed at CF and the remaining
four components higher in frequency than CF, suppression is
relatively small,,4 dB for small frequency separation of the
components at 60-dB SPL stimulus level. Maximum sup-
pression occurs when the third~center! component5CF @Fig.
8~B!#. In this case, suppression can reach 10 dB for modula-
tion frequencies as high as 800 Hz with the maximum occur-
ring at 70 dB SPL. Suppression decreases for frequency
separations .800 Hz. Finally, when the fifth
component5CF and the remaining four components are
lower in frequency than CF, suppression reaches 7.5 dB at a
frequency separation of 400 Hz and decreases rapidly for
larger frequency separations@Fig. 8~C!#. Suppression is in-
creased somewhat over the case when the first component is
set to CF but less than when the third component
frequency5CF. Suppression as a function of level when the
stimulus is centered on CF is similar to that of the AM stimu-
lus ~Fig. 9!. Suppression increases with stimulus levels up to
70 dB SPL and decreases for higher levels. Suppression is
inversely proportional to frequency separation of the compo-
nents. These results replicate those from previous studies of
suppression in that energy on the low side of CF is more
effective in suppressing CF tones than energy of higher fre-
quency.

Mutual suppression effects are present whenever there is
more than one stimulus component. Such effects are pre-
sented in Fig. 10 for the case when component frequency
separation is 500 Hz for two, three, five, and seven-
component equal-amplitude stimuli. The amplitude of each
component is shown in relation to the single-tone amplitude
~dot-dash line!. At the 30-dB SPL level~c!, stimuli are in
the linear response region and track the single-tone curve.

FIG. 6. Suppression of the CF component versus modulation frequency
when the stimulus is an amplitude-modulated signal with modulation depths
of 50%, 100%, and 200% for panels~A!, ~B!, and~C!, respectively. Ct17.

FIG. 7. Probe suppression I/O curves when the modulation depth is 200% as
a function of the level of the center~carrier! component.Fmod is indicated by
the symbols, e.g.,c5300 Hz; A51500 Hz. Line thickness increases with
increasingf mod.

FIG. 8. Suppression of the CF component is shown when the stimulus
consisted of five-equal amplitude sinewaves. The first, third, or fifth com-
ponent is set equal to the CF in~A!, ~B!, and~C!, respectively. Ct17.
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For two tones at 30 dB SPL there is nearly no suppression of
either component regardless of whether the suppressor fre-
quency is above~solid line! or below~dashed line! the probe
tone ~at CF58000 Hz!. When the level of the tones is in-
creased to 60 dB SPL~f!, there is a mutual suppression of
;2 dB. The low-frequency component is least reduced, as
expected, based on having the more linear I/O function for
the individual components. That is, the rate of growth or
slope of the I/O function decreases as the frequency in-
creases in the compressive region. When three equal-
amplitude stimuli are presented@200% modulation, Fig.
10~B!#, a similar result occurs with the amount of mutual
suppression increasing relative to the two-tone case. The re-
sults for the five- and seven-component cases@Figs. 10~C!

and ~D!# establish a trend of increasing mutual suppression
with an increase in the number of components.

While there will always be some AN fibers for which
CFs are located at the center of a complex stimulus, the
majority will have CFs displaced relative to the frequency
center of the stimulus. This latter condition was explored by
positioning the first, third, or fifth component of the five-
component signal at CF in order to examine the differential
response to these conditions~Fig. 11!. Even at 30 dB SPL
there is some suppression of individual components when
either the third~dashed line! or first ~thin solid line! compo-
nent is at CF where suppression is measured by the deviation
from the single-tone response~dot-dash lines!. Lower-
frequency (,CF) components are least suppressed in each
case. When stimulus level is increased to 60 dB SPL, there is
as much as 30-dB suppression of the higher-frequency com-
ponents~first5CF, thin solid line! with the CF component
suppressed the least. With the third-component frequency
equal to CF~dashed line! there is still 5–6-dB suppression of
individual components with the lowest-frequency component
nearly equal to the single-tone result. Finally, when the fifth-
component frequency equals CF~thick solid line!, mutual
suppression is the smallest of the three conditions, and the
lowest-frequency component is even slightly higher in am-
plitude than the tone-alone condition.

C. Unequal-amplitude components

Most natural stimuli are not composed of equal-
amplitude components. Mutual suppression effects when
stimulus components were not equal were studied for AM
stimuli with modulation,200%. Such stimuli are analogous
to a three-formant stimulus in speech signals. Whenf mod is

FIG. 9. Probe suppression I/O curves as a function of the level of the third
component when the third component of the five-component stimulus is
positioned at CF. Frequency spacing of the components indicated by the
symbols, e.g.,c5300 Hz. Line thickness increases with increasing spacing
frequency.

FIG. 10. Component response ampli-
tudes for four multicomponent stimuli
at probe levels of 30 and 60 dB SPL
when the difference frequency is 500
Hz and CF58000 Hz. Single-tone
isolevel functions~dash-dotted lines!
also at 30 and 60 dB SPL are superim-
posed. Number of stimulus compo-
nents is varied: two, three, five, and
seven in panels~A! through ~D!, re-
spectively. ~A! Response amplitudes
for the two components when the sec-
ond frequency is CF1500 Hz ~solid
line! and CF2500 Hz ~dashed line!.
~B! Response amplitude for the three
components of an AM stimulus for
200% modulation ~three equal-
amplitude components!. ~C! Response
amplitudes for the five components of
the five equal-amplitude stimulus
when the third component5CF. ~D!
Response amplitudes of the seven
components when the fourth compo-
nent frequency5CF. ~A!, ~B!, and~C!
data from Ct17.~D! data from Ct23.
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,200 Hz @e.g., Figs. 12~A!, ~E!, ~I!# the response to each
sideband is about equal. There is an increase in suppression
of both sidebands with increasing AM level up to 70 dB SPL
and a decrease with further level increases. Maximum sup-
pression of sidebands by the carrier is;8 dB @Fig. 12~A!#.
Suppression is reduced as modulation depth increases@Figs.
12~E!, ~I!#.

As f mod increases beyond 200 Hz there is a divergence
of the fate of the upper and lower sideband responses. Less
suppression of the lower sidebands occurred while at the
same time the upper sideband response was attenuated by
cochlear filtering@Fig. 12~B!#. Again, there is less sideband
suppression at higher modulation depths@Figs. 12~F!, ~J!#. At
a modulation depth of 200%@Fig. 12~J!# the lower sideband

amplitude is greater than the carrier amplitude due to its
suppression of the carrier. With higherf mod the amplitude of
the lower sideband grows faster than the other AM compo-
nents, while the upper sideband amplitude is often 20–30 dB
less than the lower sideband. These responses essentially
consist of two components: the lower sideband and the car-
rier response.

Mutual suppression of stimulus response components is
dependent on the relative amplitudes, frequency content, and
position of the acoustic spectra relative to the characteristic
frequency of each cochlear location. A near-CF component
has the largest effect when it is larger than the surrounding
components. When the AM modulation frequency is 100 Hz
and carrier frequency set at CF, response amplitudes are all
in the linear range of basilar-membrane I/O curves for low
stimulus levels. Therefore, no suppression is observed~Fig.
13, 20 dB SPL!. When the stimulus level is at 70 dB SPL,
the sidebands are reduced relative to their expected ampli-
tudes given the input spectra. The largest reduction occurs
for a modulation depth of 25%, where there is a substantial
deviation from the expected amplitudes. The magnitude of
the deviation is reduced as modulation depth is increased
from 50% to 100%@Figs. 13~B! and ~C!#. Nevertheless, in
each instance the carrier had a suppressive effect on the side-
band components. In effect, the response spectra were
‘‘sharpened’’ up. For stimulus levels greater than 80 dB SPL
the I/O curves begin to approach linearity and the response
spectrum is no longer sharpened. When the input spectrum
consists of equal-amplitude components (m52), the carrier
no longer suppresses the sideband response components; in
fact, for small modulation frequencies the carrier is sup-
pressed by the sidebands@Fig. 13~D!#. This spectral edge
enhancement effect similar to Mach bands in vision was

FIG. 11. Response amplitudes when the stimulus consists of five equal-
amplitude components at levels of 30 and 60 dB SPL. The component
whose frequency is set to CF~8000 Hz! is component one~solid thin line!,
component three~dashed line!, or component five~thick solid line!. Com-
ponent frequency difference is 500 Hz. Single-tone data~dashed-dotted
lines! at the indicated levels are also shown.~Ct17!.

FIG. 12. Sideband suppression by the
carrier for an AM basilar-membrane
response is shown when the modula-
tion depth was 50%, 100%, and 200%
in columns 1, 2 and 3, respectively.
f mod is indicated in the left-hand panel
for each row. The dashed lines mark
the amplitudes of the sidebands rela-
tive to the carrier in the stimulus. The
amplitude difference in basilar-
membrane response between the
lower/upper sideband amplitudes and
the carrier amplitude is indicated by
the solid/dotted lines.

3148 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 W. S. Rhode and A. Recio: Multicomponent basilar-membrane suppression



shown previously for stimuli with 5 and 7 components
~Rhode and Recio, 2001!.

D. Phase functions

AN discharge phase has been shown to exhibit a lag/lead
relative phase relation for stimulus frequencies below/above
CF with increasing stimulus level~Andersonet al., 1971!.
Basilar-membrane phase relations are largely compatible
with the neural observations. In the chinchilla midfrequency
range, phase relations appear to be somewhat more complex.
At low stimulus levels the results are compatible; phase lags
with increasing level for stimulus frequencies below CF, and
phase leads above CF@Fig. 14~A!#. However, for stimulus
frequencies above CF, increasing the level above 70 dB SPL
results in increasing phase lags, as there are phase lags at all
stimulus frequencies at the highest stimulus levels. Phase
data can also be seen for all stimulus frequencies in Fig.
14~B!. For stimulus levels below 70 dB SPL there is little
phase change at CF~8000 Hz!, but increasing phase lags
occurred at higher levels. As much as a 130° phase lag oc-
curred below CF and;90° phase lead above CF.

In the presence of a second tone, phase behavior is
somewhat similar but is a function of the relative levels and
frequencies. A common stimulus paradigm in a 2TS experi-
ment is to place the probe tone at CF and to vary the sup-
pressor level and frequency while holding the probe fre-
quency and level constant. The probe phase for a low-level
probe exhibits a small lead with level for most suppressor
frequencies@Fig. 15~A!#. At higher probe levels, there are
mostly phase lags with increasing suppressor level regardless
of suppressor frequency@Figs. 15~B!, ~C!#. The phase of the
suppressor behaves similarly to the single-tone phase as a
function of level and frequency@Figs. 15~D!, ~E!, ~F!#. One

difference is that as the probe level increases~.45 dB SPL!
only phase lags are seen, regardless of level or frequency. In
general, there is not much difference between probe and sup-
pressor phases.

FIG. 13. The response spectrum for AM signals withf mod5100 Hz, and modulation depths of 0.25, 0.5, 1.0, and in panels~A! through~D!, respectively. The
carrier is set to CF58000 Hz. In each panel the response spectra are shown for nine harmonics of 100 Hz at two levels: 20 dB SPL in the linear portion of
the I/O curve and 70 dB SPL in the compressive or nonlinear region of the response.d symbols indicate the data points andj indicate the expected sideband
amplitudes based on the input spectrum. The additional three values on each side of the AM response spectrum are a result of nonlinear distortion. The
cochlear filter is essentially flat over this 200-Hz range of input frequencies and its equivalent linear system should not alter the input spectrum. Ct07.

FIG. 14. Phase portion of the basilar-membrane mechanical transfer func-
tion where CF58000 Hz.~A! Phase I/O functions for selected frequencies:
frequency51000 times the symbol number;d57500 Hz and j

58500 Hz. The phase at 25 dB SPL was used to normalize each I/O curve.
~B! Phase versus frequency functions at the levels indicated by the symbols:
level510 times symbol number. Phase at 20 dB SPL was subtracted from
each curve to normalize them. Ct17.
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Phase-versus-frequency transfer functions illustrate the
phase lag/lead relation when the suppressor is the 8-kHz tone
at several levels@Figs. 16~A!, ~B!, ~C!#. Increasing suppres-
sor level reduces the phase variation with probe level@Fig.
16~C!#. There is little variation for probe levels,70 dB SPL
@Figs. 16~B! and~C!#. In the right column, the probe level is
held constant at the level indicated in each panel and the
suppressor level is varied. There is little phase change for
low levels of the probe@Fig. 16~D!# while for high levels the
lag/lead relation is present. In the latter case@Fig. 16~F!#,
increasing the suppressor level reduces the phase variation
~cf. the d andg curves!.

IV. DISCUSSION

A. Principal achievements of this study

~1! New two-tone suppression data are provided with greater
detail than previously available.

~2! These data support the view that neural 2TS phenomena
largely reflect cochlear mechanics as observed in the vi-
bration of the basilar membrane.

~3! Information is provided about mutual suppression: sup-
pression of a CF tone by a roaming suppressor and sup-
pression of a roaming probe by a fixed tone at CF.

~4! Spectral edge enhancement of multicomponent re-
sponses was observed in the vibration of the basilar
membrane~cf. Horst et al., 1986!. That is, suppression
of the middle component~s! of a multicomponent stimu-
lus by surrounding components for three, five, and seven
equal-amplitude component stimuli is described.

~5! Suppression of individual components is described for
an amplitude-modulated signal when the sideband com-
ponents are 0,26, 212, and218 dB smaller than the
carrier.

~6! Phase relations are described that are not entirely con-
gruent with earlier observations.

This study was undertaken to determine the representa-
tion of a subset of multicomponent stimuli in the motion of
the basilar membrane~cf. Rhode and Recio, 2001!. How
several stimulus components interact and mutually suppress
each other has implications for understanding the processing
of complex stimuli, such as speech and music, within the
cochlea. Any cochlear nonlinearity, such as the I/O function
for hair cells or the half-wave rectifier at the hair cell syn-
apse, will result in suppression. However, the principal basis
for suppression is the frequency-dependent compressive non-
linearity in the cochlea that results in differential growth
rates of vibration in response to tones. The compressive re-
gion resulting from a tone at CF extends over an octave
~Rhode and Recio, 2000; Russell and Nilsen, 1997!. Re-
sponse to tones above CF is increasingly compressed as fre-
quency is increased until the stimulus exits the compressive
region and enters what has been labeled the plateau region of
the transfer function for the basilar membrane~Rhode, 1971;
Cooper and Rhode, 1996a!. This above-CF linear region has
been associated with a second mode of vibration that corre-
sponds to the fast wave~e.g., Olson, 1998; Rhode and Recio,
2001; Cooper and Rhode, 1996a!.

B. Two-tone suppression: Slopes and magnitude

Ruggeroet al. ~1992! state that neural two-tone rate sup-
pression appears to originate in mechanical phenomena at
the level of the basilar membrane. However, there remains
some difficulty in explaining two-tone rate suppression when
the suppressor is lower in frequency than the CF of the AN
fiber because the sum of the individual amplitudes of basilar-
membrane vibration in response to the two tones is always at

FIG. 15. Phase I/O functions for both
the probe and the suppressor tone as
the level of the probe or suppressor is
varied for a select set of suppressor
frequencies. Symbol assignment for
suppressor frequency as in Fig. 11.
~A!, ~B!, and ~C!. Probe phase as a
function of frequency is shown when
the probe level~Lp! is at 30, 50, and
70 dB SPL, respectively.~D!, ~E!, and
~F!. Suppressor phase I/O function
when the probe levels are 30, 50, and
70 dB SPL, respectively.
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least as large as that of the CF tone alone~Cooper, 1996;
Geisler and Nuttall, 1997; also data reported here such as for
frequencies below CF in Fig. 5!. The complete mechanism of
two-tone rate suppression in the AN under these conditions
remains unexplained and likely requires an additional
mechanism that provides another stage of filtering at the
level of the hair cell or auditory nerve~Cai and Geisler,
1996; Temchinet al., 1997!. A proposal has also been made
for direct influence of cochlear potentials on excitation of
afferent dendrites as a cause for suppression~Hill et al.,
1989!.

For high side suppressors~i.e., suppression of a probe
stimulus by a tone whose frequency is higher than CF!, dis-
placement of the basilar membrane in the presence of a sup-
pressor tone can be less than that to the probe tone alone
~Ruggeroet al., 1992; Cooper and Rhode, 1996b!. Also, it
was shown here that suppression can occur when suppressor
amplitude is only 1% of that of the probe tone~Fig. 5!. This
result suggests that at least high-side suppression is a spa-
tially distributed phenomenon, because the suppressor can
have an effect even when the suppressor tone excitation does
not or barely overlaps with the region for the probe tone.
This result agrees with others who have noted that for sup-
pressors above CF, a region of the cochlea is likely involved
~Yateset al., 1989; Geisleret al., 1990; Geisler, 1992!. This
result also implies that cochlear models have to incorporate

more than independent point representations of the cochlear
partition. The spatial extent and variation of the nonlinearity
as a function of suppressor frequency has not typically been
adequately addressed in these models~cf. Baker, 2000!.

Present results are largely compatible with previous re-
sults ~Cooper, 1996; Nuttall and Dolan, 1993; Geisler and
Nuttall, 1997; Ruggeroet al., 1992!. Suppression magni-
tudes of up to 35 dB were found over the range of
suppressor/probe levels that were employed. There were sev-
eral limitations imposed by the stimulating and measurement
apparatus:~1! maximum stimulus levels were limited to
,100 dB SPL either by the desire to avoid either temporary
or permanent threshold shifts;~2! limitations in maximum
stimulus levels that could be produced; and~3! the limited
range of the interferometer. Finally, the use of relatively
short ~20-ms overlap of the 30-ms probe and suppressor
tones! tones limited the accuracy of analysis because the
width of the Fourier filter results in leakage between compo-
nents. Leakage of a large component into another analysis
component was seen whenever:~1! the amplitude of the sup-
pressor was 25 to 30 dB greater than that of the probe;~2!
the suppressor frequency was near to that of the probe; and
~3! at low levels of the probe. It is likely that larger suppres-
sion magnitudes than those measured (;35 dB) occur in the
cochlea, as there is no reason to believe that the monotonic
decreasing probe I/O functions do not continue as the sup-

FIG. 16. Probe phase versus frequency transfer functions for a suppressor tone at 8000 Hz and the levels indicated in each panel.Lp5probe level andLs

5suppressor level in dB SPL.~A! 30-dB SPL suppressor at 8000 Hz. Probe level510 times the symbol number.~B! 50-dB SPL suppressor.~C! 70-dB SPL
suppressor. Right column.~D!, ~E!, and~F!. Probe phase at probe levels of 41, 61, and 81 dB SPL, respectively. 8-kHz suppressor at 10 times the number of
the symbol in dB SPL andd57500 Hz,j58500 Hz. Ct17.
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pressor level increases. For example, the probe amplitude
I/O functions in Fig. 3~B! exhibit a 40-dB rightward shift for
a 40-dB suppressor level shift. Such shifts are in line with
those recorded in AN fibers~Javel et al., 1983; Delgutte,
1990!.

A number of auditory-nerve studies have shown sup-
pression slope to vary with suppressor frequency relative to
probe located at CF~Javelet al., 1983; Ruggeroet al., 1992;
Delgutte, 1990!. Above CF, the neural suppression slope var-
ies from 20.2 dB/dB and increases as the suppressor fre-
quency decreases so that when it is an octave lower than CF
the average slope ranges between21 and22 dB/dB. In an
extensive study of the suppression growth, Delgutte showed
that it varied from 0.5 to over23 dB/dB. The larger values
occur for suppressors one to several octaves below CF. We
found up to21.8 dB/dB for a suppressor frequency,CF/2
@Fig. 3~A!#. Mechanical suppression slopes appear to be
closely correlated with growth rate of basilar-membrane mo-
tion. Mechanical suppression growth rates appear to be suf-
ficient to explain those observed in AN for two-tone suppres-
sion. Because a second stimulus component in the
mechanical linear region produces a suppression rate of
21 dB/dB, the shift in the CF neural curve should be pro-
portional to the reciprocal of the growth rate at the probe
frequency. For example, if the growth rate at CF was 0.33
dB/dB, then the neural curve should shift 3 dB/dB. This
value is at the upper end of the neural shifts found by any-
one. It is likely that there are several factors that enter into
producing the scatter in the neural data, but the most promi-
nent is the way the mechanical growth rate varies with CF.
For CFs,1 kHz the mechanics exhibits much less compres-
sion than in the frequency region.5 kHz. Also, varying
neural thresholds and gain functions of the hair cells lead to
further spread in the neural growth rates.

C. Suppression thresholds

There is some controversy about the level at which a
low-side suppressor takes effect. Cooper~1996! noted that
relatively constant suppressor amplitudes are necessary to
establish the suppression threshold in guinea pig. This con-
clusion draws support from the studies of Schmiedt~1982! in
gerbil AN, where the lower threshold boundary of a 2TS area
below CF is nearly absolute in level over a large range of
fiber CFs. Temchinet al. ~1997! found AN modulation and
rate thresholds to be very similar at;70 dB SPL in chin-
chilla. In the present study, for a 30-dB SPL probe level, the
21-dB iso-suppression curve is nearly identical to the 1-nm
isolevel curve for frequencies,CF and a suppressor level of
56 dB SPL. This compares to the 1.5–3 nm found for a 1-dB
iso-suppression in the guinea pig at suppressor levels of
80–90 dB SPL~Cooper, 1996!. It was also found that the
suppressor level necessary to produce a 1-dB reduction in the
probe amplitude increases as the probe level increases at a
less than proportional rate~;12-dB increase for a 40-dB
increase in probe level!. This latter response is expected be-
cause the growth rate of the CF response is;0.3 dB/dB of
input; therefore, a 40-dB change in the input results in a
12-dB change in the output. At low-stimulus levels, the sup-
pression amplitude to produce a 1-dB suppression is approxi-

mately the same as the probe amplitude~1 nm!. It is worth
noting that suppression thresholds vary 10–20 dB even
within an animal~Schmiedt, 1982!.

Neural rate thresholds do not appear to be explicitly re-
lated to a fixed displacement of BM because they can vary as
much as 80 dB at a given CF in individual cats~Liberman,
1978; Cooper, 1996!. However, in young cats Liberman
found that the spread of thresholds at a given CF was fairly
narrow, 10–20 dB. The spread in thresholds could be largely
due to hair-cell and AN synapse morphological differences
that are correlated with spontaneous rate in ANFs~Liberman,
1978!. This suggests that the underlying reason for the in-
crease in spread with age is alterations in postprocessing of
basilar-membrane motion such as changes in the physiologi-
cal condition of hair cells. Such a hypothesis is difficult to
prove given the difference between the experimental condi-
tions for mechanics, hair-cell recording, and auditory-nerve
recording. It is entirely possible that there would be closer
agreement if all procedures were conducted under a single
regimen.

D. Mutual suppression

Mutual suppression was shown to occur with two-tone
stimulation@Figs. 1~D! and~F!#. With a tone at CF, suppres-
sion occurs with a second tone varying in frequency from an
arbitrary low value to as much as an octave above CF. Sup-
pression slope decreases rapidly for frequencies above CF
and the maximum suppression! also decreases. When the
tone at CF is considered the suppressor, suppression is lim-
ited to a smaller frequency region, e.g., 6–11 kHz or roughly
60.5 octave. Mutual suppression observed in inner hair-cell
recordings has been suggested as a mechanism that results in
sharpening the cochlear filter~Cheatham and Dallos, 1990!.

E. Phase effects

Suppression by a high- or low-side suppressor results in
a phase change in the BM response to a CF probe. There is
some controversy in the literature as to behavior of phase of
the probe tone as a function of suppressor tone level~Cooper,
1996!. There are studies showing phase leads with increasing
suppressor level~Rhode and Cooper, 1993; Cooper, 1996!;
however, others show phase lags~Ruggeroet al., 1992!. Fig-
ure 14 showed that the relative phase change seen in the
probe phase is nearly always an increasing phase lag of up to
90° as the suppressor level increases regardless of suppressor
frequency. However, for relatively low probe levels and sup-
pressor frequencies just below the probe frequency (5CF),
there is initially a phase lead, never.90°, that turns into a
phase lag as high suppressor levels are attained. Concomitant
with the changes in probe phase are changes in the phase of
the suppressor that are also a function of probe level and
suppressor frequency~Fig. 15, column 2!. The increase in
phase for probe level at 30 db SPL occurs for suppressor
frequencies above CF, while all tones with frequencies below
CF show phase lags with increasing suppressor level. For
probe levels.40 dB SPL, there is only an increasing phase
lag with increasing suppressor level regardless of frequency
~Fig. 14!.
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Cooper~1996! reported phase leads with increasing sup-
pressor level in the vicinity of CF~;26-kHz cochlear region
in the guinea pig! of similar magnitude to those presented
here, although at higher suppressor levels
(.80 dB SPL). He also found that 2TS phase changes were
similar to those that occurred when single-tone levels were
increased by an amount that caused an appropriate decrease
in BM response sensitivity. This difference could be due to
species difference and/or cochlear location.

AN studies of 2TS have demonstrated that rate/level
functions shift to the right with increasing suppressor level
~e.g., Javelet al., 1983!. Based on cochlear mechanical stud-
ies, the underlying explanation is likely that the cochlear
partition exhibits the same behavior~Figs. 3 and 4 in Nuttall
and Dolan, 1993!. These observations address the hypothesis
that suppression is equivalent to a simple attenuation of the
motion of the basilar membrane; however, one has to con-
sider phase behavior of the two tones. For high-side suppres-
sors Nuttall and Dolan found that the hypothesis is valid, but
they noted that this conclusion differs from that obtained in
hair-cell recording in the apex of the guinea pig, where
Cheatham and Dallos~1989, 1990! found a phase lead dur-
ing suppression, opposite to observations in the base. It was
suggested that there could be different suppression mecha-
nisms in apex and base. The mechanics in these two regions
have considerable similarity~Cooper and Rhode, 1992;
Rhode and Cooper, 1996! as there is a compressive nonlin-
earity in each region and isolevel vibration curves are very
similar to auditory-nerve frequency threshold curves. In the
apex, however, there is a smaller amount of cochlear ampli-
fication that exists over the entire frequency response of the
apical region.

F. Multiple tones and suppression

Suppression has been demonstrated psychophysically
using the pulsation threshold method with vowel-like sounds
~Houtgast, 1974!, for multiple-component stimuli~4–64! in
an octave centered at the characteristic frequency of an
auditory-nerve fiber~Horst et al., 1990!, and for multicom-
ponent stimuli such as speech in the auditory nerve~Sachs
and Young, 1980!. It has been suggested that suppression
could be a way for the formants in speech signals to be
enhanced relative to the neighboring components. Here, sup-
pression in BM responses to AM stimuli is shown to be
dependent on modulation frequency, modulation depth, and
stimulus level. The amount of suppression of CF responses
increased with level and modulation depth. At any of the
modulation depths studied, the largest amount of suppression
occurred for stimuli with modulation frequencies around
1500 Hz, and was smallest at either the lowest~100 Hz! or
largest ~2000 Hz! modulation frequencies. However, the
magnitude of carrier suppression does not vary greatly as a
function of modulation frequency.

There are prominent mutual suppression effects that oc-
cur for small modulation frequencies~see Fig. 13!. The
greatest suppression of the sideband response occurred when
f mod5100 Hz and for small modulation depths~m,0.5!.
This had the effect of sharpening the response spectrum
when the response components were in the nonlinear portion

of the basilar-membrane I/O curve. It was also shown when
AM components were all equal~m52! that sideband re-
sponse amplitudes were greater than the carrier. This spectral
edge enhancement also occurs when the number of compo-
nents is either five or seven and the component frequency
separation is small~,300 Hz; see Rhode and Recio, 2001!.
The effect is analogous to the Mach band in vision~Carter-
etteet al., 1969!.

The fact that the response amplitudes are a complex
function of frequency separation, modulation depth, and
stimulus level was demonstrated in Fig. 12. Withf mod and/or
level increases the lower sideband suppresses the carrier and
in effect results in an overmodulated response~Rhode and
Recio, 2001!. This is due to the fact that the lower sideband
is located in the linear portion of the cochlear response where
the growth rate is 1 dB/dB and the carrier is at CF and is in
the compressive region where growth rate is;0.3 dB/dB.
Therefore, the lower sideband grows faster than the carrier
and must drive the outer hair cell into its saturated region
~Geisler, 1992!. The result is that the CF response component
is reduced. The upper sideband of the AM stimulus is largely
eliminated by the cochlear filter and hence does not play a
significant role.

As the number of components increases@Fig. 8~B!#, the
amount of suppression measured in responses to five-
component stimuli with a frequency separation of 1500 Hz is
approximately the same as the one measured using 200%
AM stimuli @Fig. 6~C!#. However, five-component stimuli
produced greater suppression at lower frequency separations
~700 Hz! than measured in AM responses with similar com-
ponent frequency separation. Greatest suppression occurs
when more stimulus components are located relatively close
to CF ~but not too close!.

Multitone suppression can result in larger suppression
effects than those produced by two tones when components
are symmetrically placed around CF. Results suggest that
mutual suppression between signal components is not as
large as might be expected based on summing two-tone sup-
pression amplitudes. In fact, the net result of multiple tones
on suppression of the probe tone can be less than for two
tones in some circumstances. Suppression is dependent on
the number, level, and frequency composition of the stimu-
lus. Low-frequency~,CF! suppressors at high levels pro-
duce the greatest suppression. At low stimulus levels, the CF
component has the strongest suppressive effect possibly be-
cause all the other components are in the linear region of
basilar-membrane vibration.

V. SUMMARY

There is overall agreement that suppression largely
originates in cochlear mechanics. The present results rein-
force this conclusion and further show the basilar-membrane
role in the processing of multitone stimuli. The effect is per-
vasive and a complex function of stimulus features: compo-
nent amplitudes, number of components, frequency separa-
tion, and distribution of the components relative to
characteristic frequency. This effect has implications for how
complex signals such as speech are processed even before
they enter the central auditory system.
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DPOAE suppression tuning: Cochlear immaturity in premature
neonates or auditory aging in normal-hearing adults?
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Previous work has shown that distortion product otoacoustic emission~DPOAE! suppression tuning
curves~STCs! recorded from premature neonates are narrower than adult STCs at both low and high
frequencies. This has been interpreted to indicate an immaturity in cochlear function prior to term
birth. However, an alternative explanation for this finding is that adult DPOAE STCs are broadened
and reflect cochlear hair cell loss in normal-hearing adults due to aging, and natural exposure to
noise and ototoxins. This alternative hypothesis can be tested by studying suppression tuning in
normal-hearing school-aged children. If normal-hearing children, who have not aged significantly or
been exposed to noise/ototoxins, have DPOAE suppression tuning similar to adults, the auditory
aging hypothesis can be ruled out. However, if children have tuning similar to premature neonates
and dissimilar from adults, it implicates aging or other factors intrinsic to the adult cochlea. DPOAE
STCs were recorded at 1500, 3000, and 6000 Hz using optimal parameters in normal-hearing
children and adults. DPOAE STCs collected previously from premature neonates were used for age
comparisons. In general, results indicate that tuning curves from children are comparable to adult
STCs and significantly different from neonatal STCS at 1500 and 6000 Hz. Only the growth of
suppression was not adultlike in children and only at 6000 Hz. These findings do not strongly
support the auditory aging hypothesis as a primary explanation for previously observed neonatal–
adult differences in DPOAE suppression tuning. It suggests that these age differences are most
likely due to immaturities in the neonatal cochlea. However, nonadultlike suppression growth
observed in children at 6000 Hz warrants further attention and may be indicative of subtle
alternations in the adult cochlea at high frequencies. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1417523#

PACS numbers: 43.64.Kc@BLM #

I. INTRODUCTION

Previous work has shown that premature neonates have
narrower DPOAE suppression tuning than adults at low
~1500 Hz! and high~6000 Hz! f 2 frequencies~Abdalaet al.,
1996; Abdala, 1998, 2001!. The most common interpretation
of this finding is that the cochlea of premature neonates has
a subtle immaturity in function and, therefore, is producing
nonadultlike frequency tuning as measured by DPOAE sup-
pression. However, the results can also be interpreted to in-
dicate that normal-hearing adults have lost some of their co-
chlear frequency resolution due to natural hair cell loss
associated with aging and exposure to ototoxins and noise.

The auditoryaging hypothesis~aging defined here as
hair cell loss from cumulative effect of lifelong noise expo-
sure, exposure to ototoxins, and aging processes! interprets
the DPOAE suppression data to suggest that the adult co-
chlea is responsible for producing broadened suppression
tuning curves~STC!. The immaturity hypothesis interprets
the data to suggest that premature neonates have a subtle
cochlear immaturity producing excessively sharp tuning
curves and this factor accounts for the neonatal–adult age
differences in DPOAE suppression tuning. It is not possible
to determine which interpretation is more accurate based

only on the studies that have been conducted thus far, nor on
existing evidence in the literature.

It is a tenable hypothesis that the cochlea of these very
premature neonates is coding frequency in an immature fash-
ion. The last documented events to occur in the sequence of
cochlear maturation take place during the last trimester of
fetal life and involve innervation of the outer hair cells
~Lavigne-Rebillard and Pvjol, 1987, 1988!. The observed
adult–neonatal age difference in DPOAE suppression tuning
may reflect immaturity in outer hair cell function or efferent
regulation of outer hair cell function. Anatomical and physi-
ological studies of the human cochlea generally support this
interpretation~Abdala et al., 1999; Lavigne-Rebillard and
Pujol, 1988!. The role of the immature middle ear has also
been considered as an explanation for these age differences.
This possibility has been reviewed in detail in previous re-
ports from our laboratory.@See Abdala~1998, 2001! for de-
tailed discussion of this topic.#

It is also a tenable hypothesis that normal-hearing adults
show broadened tuning because of aging-related, subclinical
hair cell loss and subtle cochlear alterations. Cochlear hair
cell loss begins early in life and proceeds with age~Bred-
berg, 1968!. It is not known what percentage of outer hair
cell loss can be tolerated before perceptual difficulties are
noted and the audiogram shows elevated thresholds. There
can be a significant reduction in DPOAE amplitude with age,a!Electronic mail: cabdala@hei.org
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even in adults that have stable audiograms with hearing
thresholds in the normal range~Lonsbury-Martin et al.,
1990, 1991; Stover and Norton, 1993!. Lonsbury-Martin and
colleagues observed that high-frequency DPOAE amplitude
decreased and detection threshold generally increased with
age in a group of normal-hearing adults. A subsequent study
from this group found that DPOAE amplitude and threshold
measures for frequencies above 2000 Hz were effective in
detecting changes in cochlear function~Lonsbury-Martin
et al., 1991!. These investigators conclude that subtle
changes in the micromechanical properties of hearing take
place with aging, even in patients with hearing that falls into
a normal range as defined by clinical standards.

There is also some indication that elevated behavioral
thresholds in the ultra-high-frequency range~8–16 kHz! are
correlated with reduced OAE amplitude recorded at lower
frequencies~Avan et al., 1997!. In this study, age and ultra-
high-frequency audiometric thresholds were also correlated,
making it somewhat difficult to parse out the effect of thresh-
old elevation and aging. A more recent report, however,
found that the factor of age alone~not age combined with
audiometric threshold! correlates with decreased DPOAE
amplitude in normal-hearing adults~Dorn et al., 1998!. This
finding suggests that processes related to aging may impact
cochlear output and DPOAE generation even in the absence
of audiometric threshold elevation.

Consequently, either the immaturity or aging hypoth-
eses, or a combination of the two, provides plausible expla-
nations for why premature neonates have nonadultlike
DPOAE suppression tuning at 1500 and 6000 Hz. The
present study sought to address this issue by recording
DPOAE suppression tuning in a group of individuals with
mature cochleae, but lacking exposure to ototoxins and noise
and having undergone minimal aging. Normal-hearing
school-aged children met these criteria and served as subjects
in the present study. If age-related hair cell loss is causing
broadened DPOAE suppression tuning in normal-hearing
adults, children should have narrower and sharper tuning
curves than adults. Conversely, if some subtle immaturity in
cochlear function is causing excessive tuning sharpness in
premature neonates, then normal-hearing school-aged chil-
dren should have DPOAE STCs that are broader than STCs
recorded in premature neonates and more like adult curves. If
both immaturity and adult hair cell loss are factors, then
children may show some intermediate value of suppression
tuning.

II. METHODS

A. Subjects

Twenty-six normal-hearing children, 13 males and 13
females, ranging in age from 8 to 12 years (mean510 years)
participated in this study. Eleven left ears and 15 right ears
were used for testing. The subjects lived in the suburban
regions surrounding Los Angeles and were recruited by writ-
ten announcements distributed at elementary schools or by
association with employees of the House Ear Institute. All
pediatric subjects had negative histories of otologic disease
and audiometric thresholds,15 dB HL from 250 to 8000 Hz

at the time of test. Additionally, all children had a normal
screening tympanogram~275 to 150 dapa! at test to ensure
normal middle ear function.

Twenty-three normal-hearing adults ranging in age from
17 to 35 years (mean526 years) participated as subjects~7
male, 16 female!. Eight right ears and 15 left ears were
tested. Adult subjects had audiometric air-conduction thresh-
old of ,15 dB HL from 250 to 8000 Hz and a negative
history of otologic disease. They were recruited from the
House Ear Institute employee pool. Adults and children were
tested in a sound-treated booth in the Children’s Auditory
Research and Evaluation Center while sitting quietly in a
comfortable arm chair. Data from a group of 202 previously
tested premature neonates aged 31–37 weeks conceptional
age at test were also included for comparison with children’s
data~Abdala, 2001!.

B. Instrumentation and signal analysis

An Ariel DSP161 signal processing and acquisition
board housed within a personal computer with Pentium pro-
cessor was used to generate stimuli and acquire data. The
Ariel board was connected to an Etymotic Research ER-10C
probe system and to an analog high-pass filter~12 dB/oct;
710 Hz high-pass cutoff!. The ER-10C probe contains two
output transducers and a low-noise microphone. The two pri-
mary tones and the suppressor tone were generated by the
DSP processor. The primary tone atf 1 was generated by one
D/A-converter and delivered via one transducer. The primary
tone atf 2 and the suppressor tone~fs! were produced by the
second D/A-converter and output through the second trans-
ducer.

The signal at the probe microphone was high-pass fil-
tered and sampled at a rate of 50 kHz with a sweep length of
4096 samples, giving a frequency resolution of 12.2 Hz.
Twenty-five sweeps of the microphone signal were added
and comprised one block forf 253000 and 6000 Hz. Due to
elevated noise in the low frequencies, 50 sweeps were added
to make up one block at 1500 Hz.

C. Data acceptance criteria

Acceptance criteria were as follows:~1! Noise measure-
ments for three frequency bins~12.2 Hz wide! on either side
of the 2 f 1- f 2 frequency had to be,0 dB SPL to assure
appropriate subject state and~2! the measured DPOAE level
had to be at least 5 dB above the average noise measured in
the same six bins around the distortion product frequency to
be accepted into the grand average.

The program attempted up to six blocks of either 25 or
50 sweeps to achieve the absolute noise criteria of 0 dB SPL
and the S/N ratio of 5 dB. If both of these criteria were not
met after six attempted blocks, no data were collected and
the next condition was initiated. In addition, sweeps were
accepted into a block of data only when the estimated rms
level in that sweep did not exceed a user-controlled artifact
rejection threshold. This level was set for each subject based
on observations of baseline activity level determined early in
the test session, and modified if necessary during the test.

3156 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Carolina Abdala: DPOAE suppression tuning



D. Calibration

An in situ calibration procedure was conducted on both
output transducers before each subject was tested. Tones of
fixed voltage were presented to the transducers at 250 Hz
intervals from 500 to 15 000 Hz and the resulting SPL of
these tones recorded in each ear canal. Based on this infor-
mation, an equalization of output levels was performed for
each subject to achieve target stimulus levels across test fre-
quencies.

Intermodulation distortion produced by the recording
system at 2f 12 f 2 was measured with the probe in a Zwis-
locki coupler for all test conditions. The mean level of dis-
tortion was221 dB SPL. In no case did the level exceed
217 dB SPL. The recording system noise floor was deter-
mined using a similar method with no tones present. The
level of system noise floor ranged between222 and227 dB
SPL depending on frequency.

The existence of standing waves at 6000 Hz may have
underestimated SPL at the tympanic membrane by 4 or 5 dB
~based on quarter wave length estimates; Dirks and Kincaid,
1987!. Prior to conducting this experiment, the difference
between levels recorded at the entrance of the ear canal with
the ER-10C probe microphone and levels recorded at the
tympanic membrane with an ER-7 tube microphone was
measured in a small group of adult subjects. Consistent with
the data of Siegelet al. ~1994!, the variable manner in which
standing waves impact acoustic energy in each individual ear
canal makes attempted correction of this interference ineffec-
tive. However, both subject groups~adults and school-aged
children! were affected by this factor and, therefore, any age
effects observed between these two groups cannot easily be
attributed to standing waves.

E. Procedure

For the collection of DPOAE suppression tuning curves,
the ratio between primary tonef 1 and f 2 was kept constant
at 1.21 and the level separation at 10 dB (L1.L2). Threef 2
frequencies were presented: 1500, 3000, and 6000 Hz. Pri-
mary tones were presented at two levels: low-level
555– 45 dB SPL and high-level575– 65 dB SPL. DPOAEs
evoked by 55–45 dB primary tones at 1500 were not easily
recorded above the noise floor when suppressed by 6 dB or
more; for this reason, the low-level category for 1500 Hz
was adjusted to 65–55 dB SPL.

Custom-designed software for the collection of DPOAE
suppression tuning curves was developed at the Children’s
Auditory Research and Evaluation Center, House Ear Insti-
tute. An unsuppressed DPOAE was initially measured for a
given f 2 frequency. A suppressor tone~Fs! was then pre-
sented simultaneously with the primary tones and its level
increased in 5-dB steps over a range of intensities. Twelve to
15 suppressor tones with frequency ranging from 1 oct below
to 1

4 oct abovef 2 were presented at intervals between 25 and
150 cents (1 oct51200 cents). To generate isosuppression
tuning curves, theFs level that reduced DPOAE amplitude
by 6 dB was determined from the suppression growth func-
tion (DPOAE amplitude3suppressor level) using linear in-
terpolation and plotted as a function offs.

F. Data analysis

The data analysis was conducted in the same manner as
previously described in various publications~Abdala, 2001!.
Briefly, the following variables were quantified and ana-
lyzed: ~1! Q10 value;~2! Q10 difference score was calcu-
lated by subtracting the Q value in the high-level condition
from Q in the low-level. Q difference score (QDS) is thought
to estimate the enhancement of tuning effect provided by the
cochlear amplifier;~3! slope~dB/oct! of the low- and high-
frequency sides of the tuning curve;~4! tuning curve tip
frequency/level; and~5! slope of suppression growth was
measured from the record of DPOAE amplitude as a function
of suppressor level for six to eight suppressor tones in each
f 2 condition.

III. RESULTS

A. DPOAE suppression tuning curves

The tuning curves generated in this study for children
and adult subjects are presented in Fig. 1, along with tuning
curves generated from premature neonates in a previous
study. Children have STC morphology and level effects simi-
lar to adults. DPOAE STCs recorded with high-level primary
tones from adult subjects and children show a flattened low-
frequency flank for 1500 Hz and, more obviously, for 6000
Hz. This is in contrast to the relatively steep low-frequency
slope observed when STCs are recorded with low-level pri-
mary tones. Premature neonates do not appear to show a
broadening effect or flattened low-frequency slope when tun-
ing curves are recorded with high-level primary tones.

B. STC width „Q10…

1. Level effects

Level by frequency (233) factorial ANOVAs for Q10
were conducted separately for each age group to assess
whether tuning curve width was significantly influenced by
primary tone level. Consistent with anecdotal observations,
both adults and children showed a level effect~F518.99,
p5,0.0001, andF58.27,p50.0057, respectively! indicat-
ing that STCs were broader and more bowl-shaped when
recorded with high- versus low-level primary tones. A fre-
quency effect was also present but not relevant since differ-
ent primary tone levels were used at differentf 2 frequencies
~see Sec. II!. Premature neonates did not show a level effect,
indicating that STC width was not significantly different
whether recorded with primary tones that were low or high
level. There were no interactions between level and fre-
quency for any age group.

Figure 2 shows mean Q10 value for children, adults, and
premature neonates at the threef 2 frequencies; primary tone
level ~low- versus high! is designated by line~solid/dashed!.
The separation between solid and dashed lines clearly dem-
onstrates the consistent trend for high-level primary tones to
produce broader tuning~i.e., smaller Q values! only in adults
and children.
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2. Age effects

Figure 3 displays the mean Q10 values for each age
group. Adults and children showed similar mean Q10 values
and a characteristic configuration acrossf 2 frequency; that
is, Q values slightly increased from 1500 to 3000 Hz and
then decreased or remained stable from 3000 to 6000 Hz.
Age by frequency (333) factorial ANOVAs for Q10 value
were conducted separately for low- and high-level data to
evaluate the impact of age on STC width. The question of
primary interest was whether STC width in children was
comparable to STC width in adults. Again, the frequency
effect was not of importance to the particular research ques-
tion in this experiment and has been examined in previous
published work from our laboratory~Abdalaet al., 1996!.

There was an age effect on Q10 for both low- and high-
level primary tone conditions~F54.04, p50.0083 andF
515.33,p50.0001, respectively!, as well as interactions be-
tween age and frequency. The interactions suggest that age
effects were only present at somef 2 frequency conditions;
therefore, subsequent one-way ANOVAs were conducted at
each frequency separately. Only STCs recorded at 1500 and
6000 Hz were significantly impacted by age.Post hoc t-tests
were used to make age group comparisons at 1500 and 6000
Hz ~adults versus children; children versus neonate!. Q val-
ues from children were not significantly different than adult
values at either low or high primary tone levels. The chil-
dren’s STCs, however, were significantly broader than pre-
mature neonatal STCs in all conditions except 1500 Hz STCs
measured at low-levels.

C. Q difference score

The Q difference score (QDS) was calculated by sub-
tracting the mean tuning curve Q10 value recorded with
high-level primary tones from the mean Q10 value recorded
with low-level primary tones. It is considered a simple esti-
mate of thetuning enhancementeffect provided by the co-
chlear amplifier. Figure 4 is a plot of QDS as a function of age
group for f 2 frequencies of 1500 and 6000 Hz. Data col-
lected from term neonates in a previous study~Abdala, 2001!
has been added to better define the age continuum for QDS.
This figure shows that the QDS generally increases with age
and is largest in adults and children. Adults and children
show generally comparable Q difference scores at both 1500
and 6000 Hz. When these same data are plotted as a function
of f 2 frequency~Fig. 4 inset!, the similarity of adult and
children’s QDS is even more apparent. This similarity sug-
gests that the cochlear amplifier is enhancing tuning in a
comparable manner for adults and children; in both groups,
mean Q values derived with low primary tone levels are
approximately 0.75 units greater~narrower! than Q derived
with high-level stimuli for 1500 Hz. For 6000 Hz, low-level
STCs produce mean Q values of 1.6 units greater than high-
level STCs.

In contrast to adults and children, premature neonates
have a 0 QDS at 1500 Hz, indicating that stimulus level did
not impact tuning at this frequency, and a mean difference
score of just over 0.5 units at 6000 Hz, indicating minimal
impact of primary tone level on STC width at this frequency.

Figure 5 shows the level effect on STC width and shape

FIG. 1. 175 DPOAE suppression tuning curves recorded with high-level~black! and low-level primary tones~gray! in 23 normal-hearing adults, 26
normal-hearing children, and 47 premature neonates with conceptional ages of 31–33 weeks. Tuning curves were recorded at threef 2 frequencies.
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in four individual subjects. These four subjects had DPOAE
STCs generated with both low- and high-level primary tones
at 6000 Hz. The low- and high-level STCs are superimposed
in Fig. 5. The lowest frequency point on each STC was nor-
malized to 0 dB and all other points reflect a shift from this
value. As is evident, the children shown here as examples
have a sharp, narrow curve for low-level recordings and a
broad, flattened curve in the high-level condition, with a
peak shift toward lower frequencies. The primary difference
between the low- and high-level patterns is slope of the low-
frequency flank. This slope becomes considerably more shal-
low when going from low- to high-level primary tones, thus
producing a less-tuned curve. Adults show this same level
effect @see Fig. 5~c!#. An example of low- and high-level
tuning for one representative premature neonate is also pre-
sented for comparison purposes@Fig. 5~d!#. In contrast to
adults and children, premature subjects generally retained
both shape and narrow tip of the tuning curve at high levels
of stimulus presentation.

D. Slope

Separate age by level ANOVAs were conducted for
slope on the low- and high-frequency flank of the STC. On
the low-frequency flank, age effects were present at 1500 and
6000 Hz only ~age effects:F512.4, p50.0001 andF
510.06,p50.0001, respectively!; interactions between age
and level were also present at these two frequencies.Post
hocage group comparisons~unpairedt-tests! were conducted
on low-frequency slope at 1500 and 6000 Hz; these compari-

FIG. 2. Mean Q10 values for DPOAE STCs as a function off 2 frequency
for children, adults, and premature neonates. Q values for STCs recorded
with low- ~dashed line! and high-level~solid line! primary tones are shown.
Error bars represent61 standard deviation.

FIG. 3. Mean Q10 values for DPOAE STCs recorded with low-and high-
level primary tones at threef 2 frequencies. Error bars represent61 stan-
dard deviation.

FIG. 4. Mean Q10 difference score~low-level Q minus high-level Q! for all
age groups at 1500 and 6000 Hz. Data from a group of term neonates tested
in a previous experiment were added to establish a more complete age
continuum. Q difference score generally increases with age. The inset graph
plots Q10 difference score as a function off 2 frequency.
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sons indicate that slope measured from children and adults
did not differ for eitherf 2 frequency. However, premature
neonates had steeper mean slope than children at bothf 2
frequencies~1500 Hz: p50.0058; 6000 Hz:p50.0051!.
There were no age effects or interactions between age and
level at 3000 Hz.

On the high-frequency flank, there was no effect of age
or interaction between age and level at 1500 Hz and 6000
Hz. At 3000 Hz, there was an age effect (p50.0001) and an
interaction between age and level (p50.01). In general, at
3000 Hz adults had steeper slope than either neonates or
children for STCs generated with low-level primary tones.

E. Tip characteristics

Level by age ANOVAs fortip frequencywere conducted
for the threef 2 frequencies separately. There was no age
effect or level by age interaction at 1500 or 3000 Hz. There
was an age effect on tip frequency at 6000 Hz only~F
56.81, p50.0003!, as well as an interaction between age
and level. Subsequentposthoc age group comparisons at
6000 Hz showed that adults and children had comparable tip
frequency values at 6000 Hz while premature neonates had a
higher tip frequency than children for STCs measured in the
high-level condition@p50.0001; see Fig. 6~a!#.

Age by level ANOVAs fortip levelwere done separately
at eachf 2 frequency. There was an age effect on tip level at
1500 and 6000 Hz only and no interactions.Post hocage
group contrasts~one-way ANOVAs! further defined the age

FIG. 5. Suppression tuning curves from four individual subjects that had both low- and high-level data~two children, one adult, and one premature neonate!.
The lowest frequency point on both curves was normalized to 0 dB and all other points reflect a shift from this value.

FIG. 6. ~a! DPOAE STC tip frequency at 6000 Hz at low and high levels for
the three age groups.~b! Tip level at threef 2 frequencies for high-level
primary tones. Error bars represent61 standard deviation.
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effects at 1500 and 6000 Hz; STC tip level was comparable
for children and adults at both frequencies. However, tip lev-
els were lower in premature neonates than children at both
1500 and 6000 Hz@F56.55, p50.012; F518.35, p
50.0001; see Fig. 6~b!#.

F. Suppression growth

The rate at which the DPOAE amplitude decreases as
suppressor level increases was measured by deriving a slope
value from this function. It has been shown previously that
neonates generally have more shallow suppression growth
than adults~Abdala, 1998, 2001!, especially for suppressor
tones lower in frequency thanf 2. With few exceptions, this
seemed to be the case in the present study as well, particu-
larly in the low-level primary tone condition. This trend is
most evident atf 256000 Hz as can be seen from Fig. 7.
Neonates have the shallowest growth of suppression for sup-
pressor tones lower in frequency thanf 2 while adults have
the steepest growth. Children’s data either fell between the
adult and neonatal values or closely approximated adult val-
ues as can be seen from this figure.

IV. DISCUSSION

The purpose of this investigation was to determine
whether normal-hearing children who have not been exposed
to ototoxins or traumatic noise and who we presume have
not had significant loss of cochlear sensory cells, have adult-
like DPOAE suppression tuning. The answer to this question
is important because it addresses the hypothesis that auditory

aging and hair cell loss in normal-hearing adults can produce
broadened DPOAE suppression tuning. School-aged children
should show narrower and sharper suppression tuning than
adults if normal-hearing adults truly have significantly com-
promised cochlear function due to hair cell loss.

The findings of the present study indicate that children
have DPOAE STC width, slope, and tip features like adults
and significantly different from premature neonates atf 2 fre-
quencies of 1500 and 6000 Hz. Children were also adultlike
with respect to the influence of primary tone level on tuning
curve width; high levels produced broader tuning than low
levels. Premature neonates showed no such level effect. The
general absence of age effects atf 2 frequency of 3000 Hz is
a consistent finding in DPOAE suppression studies and has
been discussed in detail in previous publications~Abdala
et al., 1996; Abdala, 1998!. It may indicate very early matu-
ration of the basilar membrane regions coding input of this
frequency.

The findings do not support the hypothesis that adult
DPOAE suppression tuning is adversely affected~broad-
ened! by hair cell loss associated with aging and general
exposure to noise and ototoxins. The significant difference
between DPOAE suppression tuning recorded from prema-
ture neonates and children suggests that the cochlea of neo-
nates is still showing subtle immaturities in function.

A. Q difference score

The Q difference score (QDS) is thought to reflect the
strength of the cochlear amplifier effect on tuning. Although
the QDS was larger in adults and children than in neonates, it
cannot be concluded that the tuning enhancement effect is
more developed and robust in adults and children than in
neonates. When one scrutinizes the data, it is clear that both
the adult and children’s Q difference scores are large because
the high-level tuning curve becomes broad and detuned at
high primary tone levels,not because the cochlear amplifier-
mediated tuning~i.e., low-level tuning! is sharper or better in
adults and children than in neonates. We have concluded in
previous work that the relatively small QDS in neonates oc-
curs because it was not possible to reach the level of cochlear
amplifier saturation in this age group~Abdala, 2001!; there-
fore, it was not possible to produce primarily passive basilar
membrane motion when high-level primary tones at 75–65
dB SPL were presented. This indicates that the range of lev-
els over which the cochlear amplifier functions may not be
adultlike in premature neonates but appears to be comparable
in adults and children, again suggesting a neonatal immatu-
rity and not adult hair cell loss.

B. Suppression rate

Rapid growth of DPOAE suppression may suggest ex-
tensive spread of energy on the basilar membrane. That is, if
a suppressor tone is able to efficiently suppress the probe~f 2
is considered to be the probe in this example!, then it must be
concluded that the excitation pattern evoked by the suppres-
sor has spread from its nominal frequency region to the re-
gion of DPOAE generation~i.e., f 2!. The more effective the
suppressor, measured by how steep the suppression growth,
the more spread of energy occurred on the basilar membrane

FIG. 7. Suppression growth~slope value in dB/dB! as a function of sup-
pressor frequency forf 2 frequency of 6000 Hz. Both low- and high-level
primary tone conditions are shown. Error bars represent61 standard devia-
tion.
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as the suppressor tone was increased in level. Following this
logic, it appears that adults and children have a more exten-
sive spread of masking toward the base of the cochlea. This
can be seen in the steep suppression growth observed in
adults and children for suppressor tones lower in frequency
than f 2. Neonates, in contrast, show a more shallow growth
of suppression as the suppressor tone is increased, suggesting
more restricted basalward spread of excitation on the basilar
membrane.

In past reports, we have hypothesized that the marked
spread of excitation in the adult cochlea might reflect poor
frequency resolution in an aging auditory system, rather than
an immaturity on the part of premature neonates. The present
study could not entirely rule out this possibility at the highest
frequency tested. Although children showed a pattern of sup-
pression growth similar to adults, they were not quite adult-
like in slope values at 6000 Hz. Children’s mean values often
fell between neonatal and adult values or came close to ap-
proximating adult values~see Fig. 7!. This ‘‘mixed’’ result
would be expected if neonatal cochlear immaturityand
subtle auditory aging/hair cell loss effects were both influ-
encing the suppression results. It is interesting that only the
suppression growth data elucidated an effect that could be
interpreted to indicate adult aging/hair cell loss, and only at
6000 Hz. In all other metrics of DPOAE suppression tuning,
children were found to be adultlike.

V. SUMMARY

The findings of this study suggest that adult aging and
hair cell loss cannot solely or predominantly account for the
neonatal–adult differences previously observed in DPOAE
suppression tuning~Abdala, 2001!. The DPOAE suppression
tuning of children is generally like that of adults. Suppres-
sion tuning of premature neonates, however, is unlike that of
either adults or children. Premature neonates have sharper
tuning at both 1500 and 6000 Hz with a steeper low-
frequency slope and with lower tip levels and shallower sup-
pression growth than either adults or children. Additionally,
stimulus level does not affect neonatal DPOAE suppression
in an adultlike fashion. These results cannot reflect aging of
the adult cochlea since school-aged children have the same
STC characteristics as adults. The only exception to this is
seen for the growth of suppression at the highestf 2 frequen-
cies; here, children were not adultlike, nor were they like
neonates. This leaves open the possibility that factors related
to aging and hair cell loss may contribute at high frequen-
cies. Further study is needed to examine this question.

The primary interpretation of DPOAE STC data, that
there is a subtle immaturity in cochlear function during the
last trimester, appears to offer the most parsimonious expla-
nation for why suppression tuning is nonadultlike in prema-
ture neonates. We hypothesize that the most likely source of
adult–neonatal differences in DPOAE suppression tuning is
an immaturity in cochlear physiology and/or efferent regula-
tion of outer hair cell function prior to term birth.
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Energy-independent factors influencing noise-induced hearing
loss in the chinchilla model
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The effects on hearing and the sensory cell population of four continuous, non-Gaussian noise
exposures each having an A-weighted Leq5100 dB SPL were compared to the effects of an
energy-equivalent Gaussian noise. The non-Gaussian noise conditions were characterized by the
statistical metric, kurtosis~b!, computed on the unfiltered,b(t), and the filtered,b( f ),
time-domain signals. The chinchilla (n558) was used as the animal model. Hearing thresholds
were estimated using auditory-evoked potentials~AEP! recorded from the inferior colliculus and
sensory cell populations were obtained from surface preparation histology. Despite equivalent
exposure energies, the four non-Gaussian conditions produced considerably greater hearing and
sensory cell loss than did the Gaussian condition. The magnitude of this excess trauma produced by
the non-Gaussian noise was dependent on the frequency content, but not on the average energy
content of the impacts which gave the noise its non-Gaussian character. These results indicate that
b(t) is an appropriate index of the increased hazard of exposure to non-Gaussian noises and that
b( f ) may be useful in the prediction of the place-specific additional outer hair cell loss produced
by non-Gaussian exposures. The results also suggest that energy-based metrics, while necessary for
the prediction of noise-induced hearing loss, are not sufficient. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1414707#

PACS numbers: 43.64.Wn, 43.66.Ed@MRL#

I. INTRODUCTION

Contemporary noise standards~e.g., ISO-1999, 1990;
ANSI S3.44, 1996! are based on the assumption that an en-
ergy metric such as the equivalent noise level (Leq) is suffi-
cient for estimating the potential of a noise stimulus to cause
noise-induced hearing loss~NIHL !. While the Leq may be an
adequate index for estimating the hazard associated with ex-
posure to Gaussian, steady-state noise exposures, such expo-
sures are more typical of controlled laboratory experiments
rather than industrial noise environments. The latter are often
non-Gaussian, with a sound-pressure level~SPL! that varies
over the course of the workday and is punctuated by high-
level impulsive components or other type of noise transients.
Available data, from laboratory-based experiments~Lei
et al., 1994; Dunnet al., 1991!, as well as epidemiological
studies ~Passchier-Vermeer, 1983; Sulkowskiet al., 1983;
Thiery and Meyer-Bisch, 1988! indicate that while an energy
metric may be necessary, it is not sufficient for the prediction
of NIHL. Other variables of the noise exposure must be con-
sidered. Unfortunately there are a large number of stimulus
variables that can be used to characterize a complex noise
environment.

Experimental studies such as those of Clarket al. ~1987!
and others have shown the importance of the temporal struc-
ture of an exposure on the threshold shift~TS! dynamics
following exposures to various interrupted noises. Since tem-
poral variables do not affect an energy metric and since there

are an infinite number of very different noise exposures char-
acterized by the same Leq, it seems reasonable that a metric
that would incorporate both temporal and level variables
might be a useful adjunct to the Leq metric. One such metric
is the kurtosis,b, of a sample distribution which is defined as
the ratio of the fourth-order central moment to the squared
second-order central moment of the distribution. Erdreich
~1986! was perhaps the first to suggest the use of kurtosis to
identify/characterize impulsive noise environments for appli-
cation to hearing conservation strategies. This statistic, used
to estimate the deviation of a distribution from the Gaussian,
can be computed on the unfiltered,b(t), and the filtered,
b( f ), time-domain signal. With non-Gaussian signals,b( f )
can serve as a useful adjunct to conventional spectral analy-
sis ~Dwyer, 1984!.

The potential of theb metrics for identifying hazardous
noise environments was demonstrated by Leiet al. ~1994!.
They hypothesized that for the same total energy and spec-
trum a high-kurtosis noise exposure is more hazardous to
hearing than a Gaussian exposure, and that this effect is fre-
quency dependent. Using a very limited set of exposure pa-
rameters,b(t) and b( f ) were shown:~i! to rank order the
degree of hearing trauma and~ii ! to reflect the frequency
specificity of trauma.

The data presented in this paper extend the results of Lei
et al. ~1994! by considering more generalized non-Gaussian
signals as well as spectral influences.

II. METHODS

Fifty-eight chinchillas were used as subjects. Each ani-
mal was made monaural by surgical destruction, under anes-

a!Author to whom correspondence should be addressed. Electronic mail:
roger.hamernik@plattsburgh.edu
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thesia, of the left cochlea. During this procedure a bipolar
electrode was implanted, under stereotaxic control, into the
left inferior colliculus and the electrode plug cemented to the
skull for the recording of auditory-evoked potentials~AEP!.
The AEP was used to estimate pure-tone thresholds, and sur-
face preparations of the organ of Corti were used to estimate
the inner- and outer hair cell~IHC, OHC! populations. Ad-
ditional details of the experimental methods, beyond those
presented below, may be found in Ahroonet al. ~1993!.

A. Experimental protocol

The animals were randomly assigned to one of five ex-
perimental groups with 11 or 12 animals/group. Following a
2-week postsurgical recovery, three AEP preexposure audio-
grams were obtained~on different days! on each animal at
octave intervals between 0.5 and 16.0 kHz. If the mean of
the three audiograms, at two or more frequencies, fell be-
yond one standard deviation of laboratory norms~Hamernik
and Qiu, 2000!, in the direction of poorer thresholds, the
animal was rejected from the group. Two animals out of 60
were rejected because preexposure thresholds did not meet
the criterion.

The animals were exposed to one of the noise conditions
described below, five or six at a time, 24 h/day, for 5 con-
secutive days. Animals were given free access to food and
water and rotated through the bank of six cages daily. The
SPLs, across cages, in the middle of each cage, varied within
61 dB. During the exposure, animals were removed daily
for less than 0.5 h for AEP testing. The mean of the five
audiograms thus obtained defined asymptotic threshold shift
~ATS!. Thirty days following the last exposure day, three
more audiograms were collected on different days and the
mean used to define permanent threshold shift~PTS!. Fol-
lowing audiometric testing the animals were killed under an-
esthesia. Their right cochlea was removed and prepared for
surface preparation histology from which sensory cell popu-
lations along the length of the basilar membrane were deter-
mined.

B. Noise measurement and analyses

During the 5-day exposures the noise field was moni-
tored with a Larson Davis 814 sound-level meter equipped
with a 1/2-in. microphone. The noise was maintained at an
Leq of 100 dB~A! SPL. The acoustic signal produced by the
Electro-Voice Xi-1152/94 speaker system was transduced by
a Brüel and Kjær 1/2-in. microphone~model 4134!, ampli-
fied by a Brüel & Kjær ~model 2610! measuring amplifier
and fed to a Windows PC-based analysis system. The design
and digital generation of the acoustic signal is detailed in
Hsueh and Hamernik~1990, 1991!. The signal was sampled
at 48 kHz with a recording duration of 5.5 min.b(t) was
computed over 40 s of the digitized temporal waveform.
Similarly, b( f ) was computed over a 40-s interval on octave
bands of the digitally filtered temporal samples. Center fre-
quencies of the octave bands were the same as the audiomet-
ric test frequencies. The samples of every window were con-
volved with the impulse response of the octave bandwidth
filter. The filter was designed as an infinite impulse response
digital filter in which the coefficients of the impulse response

were obtained from the Signal Processing toolbox ofMAT-

LAB 5.3 ~The Math Works Inc.!. The filtering process was
performed repeatedly to obtainb( f ) over successive octave
bands.

C. Noise exposures

The animals were exposed for 5 consecutive days~24
h/day! to one of the following five exposure conditions, iden-
tified by group number.

G-43 Gaussian noise,b(t)53. Reference condition.
G-44 Non-Gaussian noise,b(t)525. The impact

peak SPLs varied randomly between 115 and
128 dB. The impact was created from three
400-Hz bands of energy centered on 1.0, 2.0,
and 4.0 kHz. The level of the background
Gaussian noise was kept at 95 dB~A! SPL.

G-49 Non-Gaussian noise,b(t)533. The impact
peak SPLs varied randomly between 115 and
129 dB. The impact was created from the band
of energy between 0.710 and 5.680 kHz. The
level of the background Gaussian noise was
kept at 92 dB~A! SPL.

G-50 Non-Gaussian noise,b(t)521. The impact
peak SPLs varied randomly between 114 and
128 dB. The impact was created from a single
400-Hz band of energy centered at 2.0 kHz.
The level of the background Gaussian noise
was kept at 95 dB~A! SPL.

G-55 Non-Gaussian noise,b(t)525. The impact
peak SPLs varied randomly between 117 and
129 dB. The impact was created from a broad
band of energy between 0.125 and 10.0 kHz.
The level of the background Gaussian noise
was kept at 95 dB~A! SPL.

Each exposure had in common the same flat spectrum
between 0.125 and 10.0 kHz shown in Fig. 1 and was pre-
sented at an Leq5100 dB~A!. The five exposures differed
only in their temporal structure, which was designed to pro-
duce one Gaussian and four different non-Gaussian exposure

FIG. 1. The average spectrum obtained from a 40-s sample of the digitized
waveform. The spectrum was the same for each of the five noise exposures.
The inset shows a 15-s sample of the pressure–time waveform of a non-
Gaussian exposure. Impact peak SPLs and interimpact intervals were ran-
domly varied.
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conditions, three of which~G-44, G-50, and G-55! had simi-
lar values ofb(t). The non-Gaussian conditions were de-
signed in the frequency domain as described by Hsueh and
Hamernik~1990, 1991! and were the result of inserting im-
pacts, whose spectra were complementary to the background
Gaussian noise, into the otherwise Gaussian signal. The im-
pact peak levels were randomly varied between the limits
indicated above and the probability of an impact occurring in
a 750-ms window was set at 0.6. The inset in Fig. 1 shows a
15-s sample of the non-Gaussian waveform. Variation in
b( f ) was achieved by varying the spectrum of the impacts.

Figures 2~a!–~h! illustrate the waveform and spectrum
of each of the non-Gaussian noises. Each of the top panels in
Fig. 2 shows the spectrum of the impacts along with a
pressure–time waveform of one of the impacts. The lower
panels in Fig. 2 show the spectrum of the continuous back-
ground Gaussian noise that was combined with the impacts
to produce the non-Gaussian signals. The Gaussian compo-
nent of the non-Gaussian exposure had a spectrum that was

complementary to that of the impact and a level (Lb) that
was dependent on the value ofb(t). Generally, if the impact
peak and interval histograms were kept approximately the
same,b(t) could be increased by decreasing Lb .

For exposure conditions G-44, -50, and -55, not only
was the overall Leq the same but the Leq of the impact com-
ponent~i.e., the Leq of the exposure with the Gaussian noise
component filtered out! of these exposures was also the same
@i.e., Leq598 dB~A!#. Table I gives the 1/3-octave band lev-
els of each noise exposure. Values shown are the mean val-
ues obtained from eight 40-s samples of the digitized wave-
form.

III. RESULTS

In the following figures data points are given with stan-
dard error~se! bars. When no error bar is present the se is
less than the size of the datum symbol. The mean preexpo-
sure AEP audiogram for all 58 animals along with individual
group means are shown in Fig. 3, where they are compared

FIG. 2. The upper panels~a!, ~c!, ~e!, and~g! show the
spectrum of the impact that was used to create the char-
acter of each of the indicated non-Gaussian noise expo-
sures. The inset shows a typical impact waveform. The
lower panels~b!, ~d!, ~f!, and ~h! show the respective
spectra of the Gaussian noises that were mixed with the
impact stimuli.
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to laboratory norms. The overall se was very small and the
five group means at all test frequencies were within64 dB
of each other. Figures 4~a!–~d! show the PTS and the percent
OHC loss for the four non-Gaussian exposure conditions

compared to the Gaussian G-43 noise exposure. It is clear
from this figure that for the two indices of trauma, PTS and
OHC loss, the four non-Gaussian exposure conditions~G-44,
G-49, G-50, and G-55! produced more severe permanent
changes in the auditory system than did the Gaussian expo-
sure. In the most extreme cases~G-49 and G-55! there is as
much as 40 to 50 dB more PTS and 8 to 9 times the mean
OHC loss at the most affected frequencies than in the Gauss-
ian exposure, despite the same Leq and spectrum in each of
the exposures. For clarity, IHC losses are not shown. IHC
losses were, as is usually the case in NIHL, much less than

FIG. 3. The mean AEP audiograms for the entire group of animals and for
the five individual groups compared to the laboratory norms based on a
population of 924 animals.

FIG. 4. Each of the upper panels~a! and~c! compares the mean PTS measured in the four groups exposed to the indicated non-Gaussian noise with the group
exposed to the energy-equivalent Gaussian noise. The lower panels~b! and~d! show the corresponding mean percent OHC loss computed over adjacent octave
band lengths of the basilar membrane in these groups.

TABLE I. Mean total and third-octave-band sound-pressure levels~dB SPL!
over 5-day exposure period for all experimental groups.

Third-octave
band cf~kHz! G-43 G-44 G-49 G-50 G-55

0.25 84 74 78 81 87
0.32 84 76 79 81 89
0.40 84 76 78 81 88
0.50 84 76 79 81 89
0.63 85 76 81 82 89
0.80 84 86 90 80 88
1.00 85 91 91 82 89
1.25 84 85 89 79 86
1.60 83 82 89 87 85
2.00 83 94 89 97 84
2.50 82 84 90 85 83
3.15 85 84 91 82 87
4.00 86 94 91 83 86
5.00 88 84 92 85 88
6.30 91 88 85 89 90
8.00 94 90 88 92 92

10.00 96 92 89 93 93
12.50 95 92 90 91 90
16.00 94 91 89 91 90

MeanLeq 103 101 102 101 102
MeanLeqA 100 100 101 100 100
s.d. 0.04 0.26 0.65 0.23 0.77
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OHC losses for each group, but were greater in each of the
non-Gaussian exposures than in the Gaussian.

A slightly different perspective on these data is shown in
Fig. 5, where the total group mean OHC loss is plotted as a
function of b(t) and compared to the results of Leiet al.
~1994!. Seen in this figure, for similar values ofb(t), is the
steady increase in sensory cell loss in groups G-50, G-44,
and G-55 as the spectrum of the impact transient in the non-
Gaussian noise is widened. The OHC loss for the G-50 ex-
posure, having only 400-Hz bandwidth transients, ap-
proaches the loss seen in theb(t)53, Gaussian condition,
but is significantly larger~t-test, a50.05!. Despite the dif-
ferent bandwidths of the impacts the total energy of only the
transients in the G-44, G-50, and G-55 non-Gaussian condi-
tions was approximately the same@Leq598 dB~A!# but the
cell loss increased nevertheless.

In order to increaseb(t) for exposure group G-49, Lb

was reduced to 92 dB~A!. The other exposure variables were
similar to those of group G-55. Although the increase inb(t)
was modest@b(t)533 vs b(t)525#, there was a small in-

crease in the mean OHC loss consistent with the trends in the
Lei et al. ~1994! data. This difference was, however, not sta-
tistically significant.

The relation between the OHC loss in consecutive oc-
tave bands along the basilar membrane and the variable
b( f ) computed on the filtered octave band noise signal is
shown in Fig. 6. In this figure the percent OHC loss data
represents the difference in the percent loss, in consecutive
octave band lengths of the basilar membrane, between the
indicated non-Gaussian group and the Gaussian group. There
is a clear suggestion that, for those exposures that did pro-
duce substantial sensory cell loss, the profile of OHC loss
difference andb( f ) are somewhat congruent, with the cell
loss profile shifted about an octave to the high frequencies
relative to theb( f ) profile. This is in agreement with the
results of Leiet al. ~1994!. For group G-50 there is compara-
tively little difference in octave band percent OHC loss and it
is scattered along the length of the basilar membrane. This
profile of cell loss difference bears no resemblance tob( f ).

IV. DISCUSSION

The equal energy hypothesis~EEH! had its origins in the
retrospective studies of populations exposed to industrial
noise ~Burns and Robinson, 1970; Robinson, 1976!. Origi-
nally applied to steady-state noise exposures, the EEH was
extended to encompass industrial impact noise by Martin
~1976!. The EEH now forms the foundation of the current
international noise exposure standard~ISO-1999, 1990!. A
number of studies both experimental and demographic~see,
e.g., Lei et al., 1994! indicate that the EEH is not an ad-
equate predictor of NIHL. The results of Leiet al. showed
that in addition to an energy metric, the kurtosis of an expo-
sure stimulus which is a statistical metric incorporating both
the temporal and amplitude characteristics of the noise needs
to be considered in the prediction of the hazards of an expo-
sure. The data presented in this paper are an extension of the
results of Leiet al. ~1994! and are in agreement with their
results. These data show that for non-Gaussian noises the
kurtosis of the amplitude distribution computed on the fil-
tered and unfiltered temporal signal provides information on

FIG. 5. The group mean total OHC loss in each of the five experimental
groups as a function ofb(t) compared to similar data taken from Leiet al.
~1994!.

FIG. 6. The difference between the
percent OHC loss produced by the in-
dicated non-Gaussian and Gaussian
exposure conditions computed over
octave band lengths of the basilar
membrane is shown and compared
with the frequency specific kurtosis,
b( f ), profile.
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hazardous noise exposures that cannot be obtained from the
Leq metric. The exposures used by Leiet al. had an overall
Leq5100 dB; those in the present study had an Leq

5100 dB~A!, a relatively minor difference which is empha-
sized by the same OHC loss following exposure to the two
referenceb(t)53 conditions shown in Fig. 5. The other
eight data points in this figure represent the results of expo-
sures that all had approximately the same Leq. Each of these
exposures produced more severe OHC loss than the Gaussian
noise conditions. Clearly Leq is not sufficient for the estima-
tion of the hazard of exposure to this limited set of non-
Gaussian noise exposures.

These data also address the proposition of Martin~1976!
and others who advocate the application of an Leq metric for
the evaluation of impact noise. Consider in Fig. 5 the four
data points associated with the 20,b(t),25 exposures. The
Leq of just the transients in each of these exposures is
roughly the same@97–98 dB~A!#. The transients in three of
the exposures~G-50, G-44, and G-55! are impacts, while in
the Leiet al. ~1994! data point they are broadband Gaussian
noise bursts. The three impact-containing exposures differ
appreciably only in the frequency content of the impacts;
nevertheless, each of these exposures produces a different
level of OHC loss which systematically increases as the
bandwidth of the impacts increase. Similarly, the exposure
G-55 and the Leiet al. ~1994!, b(t)521 exposure differ
only in the nature of the transient, i.e., impulses in the former
and noise bursts in the latter. In both cases, while the OHC
loss is greater than in the Gaussian reference condition, there
is a significant difference between the two non-Gaussian data
points with the impact containing stimulus causing much
greater OHC loss.
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This study investigates how the phase curvature of the auditory filters varies with center frequency
~CF! and level. Harmonic tone complex maskers were used, with component phases adjusted using
a variant of an equation proposed by Schroeder@IEEE Trans. Inf. Theory16, 85–89~1970!#. In
experiment 1, the phase curvature of the masker was varied systematically and sinusoidal signal
thresholds were measured at frequencies from 125 to 8000 Hz. At all signal frequencies, threshold
differences of 20 dB or more were observed between the most effective and least effective masker
phase curvature. In experiment 2, the effect of overall masker level on masker phase effects was
studied using signal frequencies of 250, 1000, and 4000 Hz. The results were used to estimate the
phase curvature of the auditory filters. The estimated relative phase curvature decreases dramatically
with decreasing CF below 1000 Hz. At frequencies above 1000 Hz, relative auditory-filter phase
curvature increases only slowly with increasing CF, or may remain constant. The phase curvature of
the auditory filters seems to be broadly independent of overall level. Most aspects of the data are in
qualitative agreement with peripheral physiological findings from other mammals, which suggests
that the phase responses observed here are of peripheral origin. However, in contrast to the data
reported in a cat auditory-nerve study@Carneyet al., J. Acoust. Soc. Am.105, 2384–2391~1999!#,
no reversal in the sign of the phase curvature was observed at very low frequencies. Overall, the
results provide a framework for mapping out the phase curvature of the auditory filters and provide
constraints on future models of peripheral filtering in the human auditory system. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1414706#

PACS numbers: 43.66.Dc, 43.66.Nm@SPB#

I. INTRODUCTION

One of the earliest and most fundamental stages of au-
ditory processing is the frequency analysis that takes place in
the cochlea. This stage has often been likened to a bank of
overlapping bandpass filters, and much effort has gone into
characterizing the magnitude response of these ‘‘auditory fil-
ters’’ ~e.g., Fletcher, 1940; Zwickeret al., 1957; Plomp,
1964; Patterson, 1976; Houtgast, 1977; Glasberg and Moore,
1990!. In contrast, the phase response of the auditory filters
has received much less attention. This may be due in part to
the longstanding belief that the ear is essentially ‘‘phase
deaf’’ ~Helmholtz, 1954!, and that in many situations audi-
tory perception can be understood in terms of the power
spectrum of a stimulus~i.e., by discarding the phase infor-
mation!. Although a number of studies have since shown that
the ear is sensitive to changes in stimulus phase both within
an auditory filter~Mathes and Miller, 1947; Zwicker, 1952;
Goldstein, 1967! and, to a lesser extent, across filters~Patter-
son, 1987!, they have mostly assumed either implicitly or
explicitly that any effect of the auditory filters themselves on
the stimulus phase can be ignored. In many circumstances,
the phase response of the auditory system is indeed irrel-

evant. Also, there are only certain aspects of the phase re-
sponse that have any psychophysically measurable influence.
For instance, both the absolute phase,u, and the group delay,
du/d f , are generally only meaningful in the context of a
fixed time reference and cannot be estimated psychophysi-
cally ~Goldstein, 1967; Kohlrausch and Sander, 1995!. When
defining individual auditory filters, the first term that has any
psychophysical relevance is the phase curvature,d2u/d f2,
which is the rate of change of group delay as a function of
frequency.

Following from the work of Smithet al. ~1986!, Kohl-
rausch and Sander~1995! provided instances in which it is
clear that the phase response of the auditory filters cannot be
ignored. They used equal-amplitude harmonic tone com-
plexes with the phases set according to an equation proposed
by Schroeder~1970!, which have come to be known as
Schroeder-phase stimuli. These stimuli are characterized by
very flat temporal envelopes and can be thought of as repeat-
ing rising ~Schroeder negative, orm2! or falling ~Schroeder
positive, orm1! linear frequency sweeps. It has been found
that when these stimuli are used as maskers they can produce
pure-tone masked thresholds that differ by more than 20 dB,
with the m1 stimulus generally producing the lower thresh-
old. Schroeder-phase stimuli have constant phase curvature,
implying that the frequency sweep rate is constant~see Kohl-
rausch and Sander, 1995, Fig. 2!. It has been proposed that
the positive phase curvature of them1 stimulus interacts

a!Electronic mail: oxenham@mit.edu
b!Present address: Medizinische Physik, Universita¨t Oldenburg, 26111

Oldenburg, Germany. Electronic mail: torsten.dau@medi.physik.uni-
oldenburg.de
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with the phase curvature of the auditory filter to produce a
highly modulated filtered waveform with a phase curvature
close to zero, such as a sine-phase complex. This implies that
the curvature of the auditory filter must be negative, so that it
compensates in some degree for the positive curvature of the
m1 masker. In the case of them2 stimulus, the negative
curvature of the stimulus is simply increased by the auditory
filter, resulting in a filtered waveform that still has a rela-
tively flat temporal envelope. The argument that signal
thresholds are related to the degree of modulation of the
masker waveform after auditory filtering was supported by
the finding thatm1 maskers generally produce much more
modulated masking period patterns than dom2 maskers,
suggesting that them1 maskers produce highly modulated,
or ‘‘peaky’’, waveforms after cochlear filtering, while the
response tom2 stimuli is characterized by much flatter fil-
tered waveforms~Kohlrausch and Sander, 1995!.

Psychophysical results from studies using Schroeder-
phase stimuli in normal-hearing listeners have suggested that
the phase curvature of the auditory filters is negative at all
frequencies tested so far~Smithet al., 1986; Kohlrausch and
Sander, 1995; Carlyon and Datta, 1997a, b!. This conclusion
can be compared qualitatively with measures of cochlear
phase response in the physiological literature. Evidence for
negative phase curvature in the chinchilla peripheral auditory
system has been found at the level of the basilar membrane
~BM! ~Ruggeroet al., 1997; Rhode and Recio, 2000!. Simi-
larly, in the guinea pig, negative curvature in the form of an
upward frequency glide in the BM impulse response has
been reported by de Boer and Nuttall~1997!. While the sign
of the curvature from these studies is consistent with that
found psychophysically, a quantitative comparison is made
difficult by the fact that all these BM data were recorded
from the basal, or high-frequency, end of the cochlea, at
characteristic frequencies~CFs! well above the signal fre-
quencies studied in psychophysical experiments so far. Car-
ney et al. ~1999! analyzed the responses of auditory-nerve
fibers in the cat, which allowed the examination of a wide
range of CFs. They also found evidence of a frequency glide
in the impulse response, indicating a nonzero phase curva-
ture. However, an upward frequency glide, consistent with
negative phase curvature, was found only for auditory-nerve
fibers with CFs above about 1.5 kHz. Around 1 kHz, no glide
was apparent, and below about 750 Hz a downward fre-
quency glide was observed, indicating positive phase curva-
ture at low CFs. A similar, albeit less clear, trend can be
observed in the phase response curves from the cat auditory-
nerve data of Pfeiffer and Molnar~1970!. In contrast,
auditory-nerve data from the squirrel monkey seem to indi-
cate no reversal of phase curvature at low CFs; instead, data
from CFs of 200 and 1000 Hz both show essentially zero
phase curvature~Andersonet al., 1970!. In some of the few
BM data available from the apical turn of the cochlea~Coo-
per and Rhode, 1996!, there appears to be no significant
curvature in the phase response of the guinea pig at a place
along the BM with a CF of around 400 Hz. Due to the
sparsity of data, however, it is not clear whether these differ-
ences represent true species differences or simply measure-
ment uncertainty.

The data from Carneyet al., together with other phase
data from the BM or auditory nerve, have recently been ana-
lyzed by Shera~2001a!. He concluded that, once normalized
for CF, the frequency glides in the impulse responses were
relatively constant across different species and across CF, at
least above about 1.5 kHz. He referred to the regions above
and below 1.5 kHz~in the cat! as the ‘‘scaling’’ and ‘‘non-
scaling’’ regions, respectively. The cat’s hearing extends to
approximately 50–60 kHz. If we assume that the mechanics
of the cat and human cochlea are similar to within a scale
factor ~Greenwood, 1990!, the transition frequency of be-
tween 1 and 1.5 kHz found by Carneyet al. in the cat may
correspond to a frequency of around 300 to 500 Hz in hu-
mans. No behavioral estimates of phase curvature have been
made below 500 Hz in humans so far. Furthermore, behav-
ioral estimates of phase curvature at higher frequencies have
not been sufficiently extensive for any general conclusions to
be drawn on whether the phase response in humans scales
with CF at higher frequencies.

The present study had two main aims. The first aim was
to estimate the phase curvature of the auditory filters over a
wide range of center frequencies. If the mechanics of the
human cochlea are similar to those of the cat, a reversal in
the sign of the phase curvature might be expected at very low
signal frequencies. More generally, a knowledge of the phase
properties of the auditory filters will be important in model-
ing the human auditory periphery. As pointed out by others
~e.g., de Boer and Nuttall, 1997!, the temporal properties of
the BM responses in various animals provide very strong
constraints for models of cochlear mechanics. The second
aim of the study was to investigate whether, and how, phase
curvature changes as a function of level. One consistent fea-
ture of physiological measures of phase curvature is their
level invariance~for a recent review and theoretical implica-
tions, see Shera, 2001b!. This feature has not yet been tested
behaviorally in humans.

II. EXPERIMENT 1. EFFECTS OF SIGNAL FREQUENCY
ON ESTIMATED PHASE CURVATURE

A. Methods

1. Stimuli

Thresholds were measured for a sinusoidal signal in the
presence of a harmonic tone complex masker. The masker
had a total duration of 320 ms and was gated on and off with
30-ms raised-cosine ramps. The signal was temporally cen-
tered within the masker and had a total duration of 260 ms,
gated with 50-ms raised-cosine ramps. The signal frequency
( f s) was selected from octave frequencies between 125 and
4000 Hz. The signal was added to the masker with a starting
phase that was selected randomly from trial to trial. The
masker always comprised components between 0.4f s and
1.6f s . This bandwidth was chosen because Oxenham and
Dau ~2001! found that only components within this range
contributed to the threshold of a 2-kHz signal in anm1

masker. The phases of the components were selected accord-
ing to a modification of Schroeder’s~1970! equation, as sug-
gested by Lentz and Leek~2001!:

un5Cpn~n21!/N, 21<C<1. ~1!
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A Schroeder positive (m1) or Schroeder negative (m2)
complex is generated whenC51 or C521, respectively.
When C50, a sine-phase complex is generated. The phase
curvature of the complex was

d2u

d f2 5C
2p

N f0
2 . ~2!

By varying theC value from 21 to 1, a range of masker
phase curvatures, or frequency sweep rates, can be generated
~see also Schreineret al., 1983, and Mehrgardt and
Schroeder, 1983!. In one set of conditions, signal frequencies
of 125, 250, 500, and 1000 Hz were tested and the masker
fundamental frequency (f 0) was set to 0.1f s . At signal fre-
quencies of 250 and 1000 Hz, two other maskerf 0’s were
also tested: 12.5 and 50 Hz at 250 Hz, and 25 and 50 Hz at
1000 Hz. At signal frequencies of 2000 and 4000 Hz, the
maskerf 0 was set to 50 Hz. Signal thresholds were measured
for values ofC between21 and 1 in steps of 0.25. The
overall level of the masker was 75 dB SPL. For the most
common case of 13 components~when f 050.1f s! this cor-
responded to a level of about 64 dB SPL per component.

The stimuli were generated digitally and played out us-
ing a LynxOne~LynxStudio! sound card with 16-bit resolu-
tion at a sampling rate of 32 kHz. The stimuli were passed
through a programmable attenuator~TDT PA4! and head-
phone buffer~TDT HB6! before being presented to the lis-
tener’s left ear via Sennheiser HD 580 headphones. Listeners
were seated in a double-walled sound-attenuating booth.

2. Procedure

An adaptive three-interval, three-alternative, forced-
choice procedure was used in conjunction with a 2-down,
1-up tracking rule to estimate the 70.7%-correct point on the
psychometric function~Levitt, 1971!. Each interval in a trial
was separated by an interstimulus interval~ISI! of 500 ms.
The intervals were marked on a computer monitor and feed-
back was provided after each trial. Listeners responded via
the computer keyboard or mouse. The initial step size was 5
dB, which was reduced to 2 dB after the first four reversals.
Threshold was defined as the mean of the remaining six re-
versals. Three threshold estimates were initially made for
each condition. If the standard deviation across the three runs
was greater than 4 dB, another three estimates were made
and the mean of all six was recorded. The conditions were
run using a randomized blocked design, with all conditions
within one repetition being presented before embarking on
the next repetition. The order of presentation of the condi-
tions was selected randomly for each listener and each rep-
etition. Once a signal frequency and maskerf 0 had been
selected, all theC values for that condition were tested in
random order before the next condition was run. Measure-
ments were made in 2-h sessions, including many short
breaks. No more than one session per listener was completed
in any one day.

3. Listeners

The four listeners~one male—PG! were all paid for their
participation. Their ages ranged from 20 to 29 years~mean

23 years!. All had absolute thresholds of less than 15 dB HL
at octave frequencies between 250 and 8000 Hz and had
previously taken part in a similar experiment. All were given
between 1 and 2 h further practice before data were col-
lected.

B. Results

The individual data from all conditions are shown in
Fig. 1, with signal threshold plotted as a function of masker
C value. The first and second numbers in the panel captions
denote the signal frequency and the maskerf 0 , respectively.
There are some considerable individual differences in
masked threshold values. However, the trends in the data are
very similar across listeners. For this reason, the discussion
of the data will refer solely to the mean values.

In interpreting these data, it is assumed that the mini-
mum in masking is achieved when the phase curvature of the
stimulus is equal in magnitude but opposite in sign to the
phase curvature of the auditory filter centered at the signal
frequency. In this way, the minimum threshold is achieved

FIG. 1. Individual data from all the conditions tested in experiment 1. The
first and second number in each panel denote the signal frequency and the
fundamental frequency of the masker, respectively.
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when the filtered waveform most closely resembles a sine-
phase complex and is maximally peaky. In support of this
assumption, Kohlrausch and Sander~1995! have shown a
strong correlation between the peakiness of a filtered wave-
form ~as estimated using masking period patterns! and the
threshold for a long-duration sinusoidal signal in a given
masker. The second assumption is that the phase curvature of
the auditory filters can be approximated as constant within
the filter passband. This assumption seems to be valid for all
mammalian species studied so far. For instance, Carneyet al.
~1999! found that the instantaneous frequency glides from
their cat auditory-nerve impulse responses were well fitted
with straight lines, thereby implying a constant phase curva-
ture. This conclusion is also supported by de Boer and Nut-
tall’s ~1997, 2000a, b! guinea pig BM data, as analyzed by
Shera~2001a!. A plot of group delay as a function of fre-
quency at any given CF~Shera’s Fig. 4! shows that the group
delay can be reasonably well approximated by a straight line
for frequencies above about half an octave below CF. A
straight line on these coordinates implies constant curvature.
Finally, it is important to note that, in contrast to stimuli with
maximally ‘‘flat’’ envelopes~Schroeder, 1970; Hartmann and
Pumplin, 1988!, the phase relationships producing the maxi-
mally peaky envelope do not depend on the magnitudes of
the components. In other words, for a given masker, the mag-
nitude spectrum of the auditory filter, the headphones, and
the outer/middle-ear transform, should not affect the value of
C at which the minimum threshold occurs.

The data are discussed in the following three sections.
The first examines conditions in which thef 0 and masker
bandwidth were proportional to the signal frequency; the
second examines the effects of changingf s while f 0 is held
constant at 50 Hz; the third examines the effects of changing
f 0 while keepingf s fixed at 250 or 1000 Hz.

1. Effects of signal frequency with a variable f 0 : A
test of scaling symmetry at low CFs

Figure 2 shows the mean data for signal frequencies of
125, 250, 500, and 1000 Hz. The maskerf 0 was always

0.1f s . Thresholds are plotted as a function ofC value, and
the different symbols represent different signal frequencies,
as shown in the legend. There are large variations in thresh-
old as a function of masker phase at all signal frequencies;
all curves have maximum masking differences of at least 20
dB. As the total number of masker components is constant in
these four conditions (N513), the phase curvature of the
masker is inversely proportional to the square of the signal
frequency@see Eq.~2!#. This inverse-square relationship is
also what would be expected of filters with scaling symmetry
~Kohlrausch and Sander, 1995; Shera, 2001a!. In other
words, if the auditory filters were of constant shape and
bandwidth when plotted on a logarithmic frequency axis
~e.g., constant-Q filters!, their phase curvature would be ex-
pected to vary inversely with the square of the filter CF.
Therefore, if scaling symmetry applied to auditory filters
with CFs between 125 and 1000 Hz, all four curves shown in
Fig. 2 should have the same value ofC at the point of mini-
mum masking. This is clearly not the case. Instead, the
masking minimum at 1 kHz occurs at~or above! C51, and
there is a rapid trend for theC value to decrease with de-
creasing signal frequency, such that at 125 and 250 Hz, the
minimum appears to lie at or close toC50. Interestingly, at
125 and 250 Hz, the functions are very similar forC,0, but
diverge somewhat forC.0. This point is discussed further
in Sec. IV.

In some respects the results are consistent with physi-
ological estimates of cochlear phase response. Shera has
pointed out that approximate scaling symmetry appears to
hold at frequencies above about 1.5 kHz in the cat, but not
below. As the signal frequencies in Fig. 2 were all below 1.5
kHz, one might not expect to find scaling symmetry in the
phase curvature. In other respects, however, our data are not
consistent with physiological findings, at least in the cat. As
mentioned in the Introduction, Carneyet al. ~1999! found
that the sign of the phase curvature reversed at frequencies
below about 1000 Hz. Such a reversal would be manifest by
negativeC values at the point of minimum masking. Our
data, down to 125 Hz, show no evidence for such a reversal.
Instead, the phase curvature tends to zero at the lowest signal
frequencies. It is not clear whether this difference is due to
the different techniques~physiological vs behavioral! or
whether it reflects true species differences. As mentioned in
the Introduction, the fact that the available data from squirrel
monkey~Andersonet al., 1970! also seem to show zero cur-
vature at low CFs leaves open the possibility of species dif-
ferences.

2. Effects of signal frequency with a fixed masker f 0 :
A test of scaling symmetry at higher CFs

Figure 3 shows the mean data for the five signal fre-
quencies, including 2000 and 4000 Hz, tested with a fixed
maskerf 0 of 50 Hz. A general trend is that the maximum
masking difference increases with increasing signal fre-
quency. This is expected, as the bandwidth of the auditory
filters increases with increasing CF while, in this case, thef 0

or component density remains constant. For these conditions,
a doubling of f s leads to a doubling ofN, as the absolute

FIG. 2. Mean data showing masked thresholds as a function of masker
phase curvature at four signal frequencies. The masker bandwidth and fun-
damental frequency were always proportional to the signal frequency.
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bandwidth of the masker doubles. Therefore, if the auditory
filters exhibited scaling symmetry, then theC value at the
point of minimum masking should double with every halving
of f s . There is some indication of this type of relationship
between 1000 and 4000 Hz, in that theC value of the mini-
mum decreases with increasingf s . However, as in Fig. 2,
this relationship breaks down forf s lower than 1000 Hz,
with the C value at the minimum actually moving in the
opposite direction. The results from the two highest signal
frequencies provide some indication that auditory filters with
CFs above about 1000 Hz may exhibit some form of scaling
symmetry, as has also been found in the cat above about 1.5
kHz. However, as this conclusion is based on only two signal
frequencies it must be treated with some caution. A further
condition at a signal frequency of 8 kHz was tested on a new
group of listeners after the original data had been collected.
These data are described in Sec. II C.

3. Effects of masker f 0 : A test of consistency

If the point of minimum masking is determined by the
interaction between the phase curvature of the masker and
the auditory filter then, for a given signal frequency, the
maskerC value at the threshold minimum should vary with
maskerf 0 in a predictable manner. Specifically, a doubling
of f 0 should lead to a doubling of theC value at the mini-
mum.~As the masker bandwidth is fixed,N is approximately
inversely proportional tof 0 , leading to the phase curvature
being inversely proportional tof 0 , rather thanf 0

2.! In this
way the data provide a consistency test of the hypothesis
underlying this work, as well as providing multiple estimates
of phase curvature at a given signal frequency.

Figure 4 shows the mean data for signal frequencies of
250 Hz~left panel! and 1000 Hz~right panel! as a function of
masker C value. The different symbols denote different
masker f 0’s. Data in the right panel (f s51000 Hz) are in
broad agreement with expectations: a doubling off 0 from 25
to 50 Hz leads to an increase in theC value at the minimum
from about 0.25 to between 0.5 and 0.75. Another doubling
from 50 to 100 Hz leads to the minimum point being found

at C51 ~or above!. Data in the left panel~250 Hz! showC
values of 0 at the minimum forf 0’s of 12.5 and 25 Hz, but a
minimum of around 0.25 for anf 0 of 50 Hz. This is also
consistent with the above prediction, and suggests that the
‘‘true’’ minima at the two lowerf 0’s lie somewhere between
C50 andC50.25. Finally, the data in Fig. 4 replicate the
earlier finding~Kohlrausch and Sander, 1995! that increases
in masker f 0 lead to decreases in the maximum masking
differences observed.

Supplemental experiments were carried out with signal
frequencies of 125 and 250 Hz, using a number of maskerC
values between20.25 and 0.25, in an effort to more closely
define the point of minimum masker. However, the resulting
masking functions were too flat to specify the minimum with
any degree of accuracy.

C. Masking with a signal frequency of 8 kHz

The data in Fig. 3 indicate that the phase curvature of
the auditory filters may scale with CF for signal frequencies
above about 1 kHz. However, this conclusion is based only
on data from 2 and 4 kHz. To extend these findings, data
were collected from four new listeners, aged between 23 and
32 years, who all had normal hearing as defined in experi-
ment 1 and were given at least 2 h training. Each threshold
reported is the mean of four estimates. The maskers had the
same relative bandwidth as in the original experiment, ex-
tending from 0.4 to 1.6f s . The new listeners were tested on
a condition withf s58000 Hz andf 05200 Hz. This is simi-
lar to the earlier 2-kHz condition, but scaled upwards by a
factor of 4. If scaling symmetry holds for the phase response
of the auditory filters between 2000 and 8000 Hz, then theC
value producing the minimum threshold should be similar
for these two conditions.

The individual~symbols! and mean~solid curve! results
from this experiment at 8 kHz are shown in Fig. 5, together
with the mean results at 2 kHz, replotted from Fig. 3~dashed
curve!. As in previous experiments, there are some consider-
able individual differences. The individual masking minima
tend to lie betweenC values of 0.25 and 0.75, which is
similar to the range found at 2 kHz. Thus, the data do not
rule out the possibility that the auditory filter’s phase curva-
ture scales with CF above about 1 kHz, although the vari-

FIG. 3. Mean data showing masked thresholds as a function of masker
phase curvature at five signal frequencies, from 250 to 4000 Hz. The masker
bandwidth was proportional to the signal frequency, but the masker funda-
mental frequency was held constant at 50 Hz.

FIG. 4. Mean thresholds as a function of masker curvature at signal fre-
quencies of 250 Hz~left panel! and 1000 Hz~right panel!. Values given in
the legend represent the masker fundamental frequencies tested.
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ability in the data tempers any strong conclusions. Neverthe-
less, there are certainly no gross deviations from the
assumption of scaling symmetry, such as those observed at
the lower signal frequencies.

D. Discussion: Role of peripheral compression

Experiment 1 shows that the interaction between the
auditory-filter phase curvature and that of the stimulus plays
a large role across a very wide range of signal frequencies.
The finding of large masking differences even at the lowest
frequencies is noteworthy. Physiological and psychophysical
data have suggested that compression in the input–output
function of the basilar membrane may be reduced or even
absent at low CFs~Cooper and Yates, 1994; Hicks and Ba-
con, 1999; Plack and Oxenham, 2000!. It has been shown
using the temporal-window model that when some temporal
smoothing occurs, peripheral compression is essential in pro-
ducing largem2 /m1 masking differences~Oxenham and
Dau, 2001!. Because of this, the fact that hearing-impaired
listeners seem to show little or no phase effects in masking
~Summers and Leek, 1998; Summers, 2000! has been inter-
preted as evidence for the importance of peripheral compres-
sion. The present data therefore lead to the conclusion either
that compression is still present at low frequencies, or that
compression is not necessary to account for the data at low
frequencies.

A review of the literature on compression at low fre-
quencies suggests that it may be premature to rule out the
possibility that peripheral compression is present at very low
frequencies. There are very few reliable data of BM motion
in the apical, or low-frequency, end of the cochlea, due to the
technical difficulties of measuring there without causing
structural damage~Cooper and Rhode, 1996!. All the other
measures, physiological~Cooper and Yates, 1994! and psy-
chological ~Hicks and Bacon, 1999; Plack and Oxenham,
2000!, rely on indirect measures. These measures assume
that the compression is frequency selective, and that frequen-
cies well below CF are processed linearly. As pointed out by
Plack and Oxenham~2000!, if the compression at low fre-
quencies were not frequency selective, i.e., if all frequencies
were compressed equally, then none of the measures used so

far would reveal this compression. There are some physi-
ological indications that this may be the case. For instance,
Rhode and Cooper~1996! reported some nonlinear gain in
the apical turn of the chinchilla cochlea but showed that,
unlike in the basal turn, the gain did not appear to be fre-
quency selective.

On the other hand, thef 0’s used in conjunction with the
lowest signal frequencies are so low that the period of the
stimulus may be large compared with the duration of the
temporal window, or smoothing function used to characterize
auditory temporal resolution. For instance, at 125 Hz, thef 0

of 12.5 Hz corresponds to a period of 80 ms. This is consid-
erably greater than the hypothesized duration of the temporal
window, which is generally assumed to be around 10 ms
~e.g., Oxenham and Moore, 1994!. As shown by Oxenham
and Dau~2001!, when the temporal window is small com-
pared with the period of the masker, large masking differ-
ences can be predicted without compression, and compres-
sion ceases to make much difference in the predictions.

In summary, the large differences in threshold at the
lowest signal frequencies do not necessarily imply the pres-
ence of peripheral compression. However, they do suggest
that hearing-impaired listeners should exhibit large masking
differences due to phase changes if sufficiently lowf 0’s are
employed. Preliminary data indicate that hearing-impaired
listeners in fact continue to show reduced effects of masker
phase even at very lowf 0’s ~Dau and Oxenham, 2001!. If
confirmed, this finding may provide indirect evidence for
peripheral compression at low CFs in normal hearing.

III. EXPERIMENT 2. EFFECTS OF MASKER LEVEL ON
ESTIMATED PHASE CURVATURE

The results from experiment 1 showed large effects of
masker phase at all signal frequencies tested. Note, however,
that the results would have looked rather different if onlym1

and m2 waveforms had been used, corresponding toC51
andC521, respectively. For instance, no phase effects at a
signal frequency of 125 Hz would have been observed at all
~see Fig. 2!. Earlier studies have shown that masking differ-
ences betweenm2 and m1 maskers decrease at low levels
~Carlyon and Datta, 1997a, b! and are also somewhat re-
duced at very high levels~Summers and Leek, 1998!. It has
been hypothesized that this may be due to a reduction in
peripheral compression, a narrowing of the auditory-filter
bandwidth~at low levels!, or a combination of these~Car-
lyon and Datta, 1997a!. While quantitative simulations sup-
port both of these hypotheses~Oxenham and Dau, 2001!, it
remains possible that the phase response of the auditory fil-
ters changes with level in such a way that the differences
between the filteredm2 and m1 waveforms are reduced at
low and high levels. In other words, the lack of anm2 /m1

difference at low levels may be due to the two particular
phase relationships chosen by past experimenters, rather than
to a lack of any phase effects at low levelsper se.

A second rationale for examining the effects of level
stems from physiological results, which suggest that phase
curvature in the mammalian cochlea is level invariant~de
Boer and Nuttall, 1997; Recioet al., 1998; Carneyet al.,
1999; de Boer and Nuttall, 2000b!. This finding is somewhat

FIG. 5. Individual~symbols! and mean~solid curve! data for a signal fre-
quency of 8000 Hz. The dashed curve denotes mean data with a 2-kHz
signal, replotted from Fig. 3.
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counterintuitive. In most physical filters, bandwidth and
phase response covary. The fact that this seems not to be the
case for the mammalian cochlea provides strong constraints
for models of peripheral auditory processing~Shera, 2001b!.
The present experiment was designed to examine whether
the same level invariance could be found for the phase cur-
vature in human auditory filters.

A. Methods

The stimuli and procedures were the same as in experi-
ment 1 unless otherwise stated. The masker bandwidth again
extended from 0.4 to 1.6f s . The maskerf 0 was 25, 50, and
100 for signal frequencies of 250, 1000, and 4000, respec-
tively. Each masker was presented at overall levels of 40, 60,
and 85 dB SPL. At 250 Hz, this corresponded to a masker
component level 11.1 dB lower than the overall level; at
4000 Hz, this difference was 16.7 dB. Equation~1! was used
to generate the phases of the masker components, withC
values of21, 0, 0.125, 0.25, 0.5, 0.75, and 1 tested. In pilot
tests, it was noticed that distortion products became audible
for the highest masker level at 4000 Hz. For this reason, a
low-pass Gaussian white noise with a cutoff frequency of
1200 Hz was added to all the 4000-Hz maskers at a spectrum
level 15 dB below the average spectrum level of the masker.
This was sufficient to mask any audible distortion products.
Four female listeners aged between 20 and 43 were paid for
their participation in this experiment. One~TC! had taken
part in experiment 1. The other three were given at least 2 h
practice before data were collected. Their hearing was nor-
mal as defined in experiment 1. Each threshold reported is
the mean of at least three threshold estimates. If after three
estimates the standard deviation was greater than 4 dB, a
further three measurements were made and the mean of all
six estimates was recorded.

B. Results and discussion

The mean results are shown in Fig. 6. The error bars
represent61 standard error of the mean. As the signal levels
used in this experiment cover a very wide range in terms of
dB SPL, Fig. 6 plots signal thresholds relative to masker
component level for ease of comparison. The results were
similar across listeners, both in terms of general trends and
absolute values. It can be seen that relative thresholds are

generally lower and vary more with phase at the highest
masker level than in the other two conditions. The signal-to-
masker ratio at threshold is roughly constant with overall
masker level only for the conditions producing the most
masking~generallyC521!. For otherC values, the thresh-
old signal-to-masker ratio varies with masker level by as
much as 25 dB. These very large changes in signal-to-masker
ratio imply a very gradual growth of masking, more in line
with that normally found in forward masking than in simul-
taneous masking. This is consistent with the idea that thresh-
olds in highly modulated maskers are governed by forward
masking of the portions of the signal in the masker’s tempo-
ral valleys, produced by the masker’s temporal peaks~Bacon
and Lee, 1997; Oxenham and Plack, 1998!.

At the lowest masker level, the fact that thresholds vary
so little with masker phase makes it difficult to draw strong
conclusions about whether the phase curvature varies with
level. However, it is clear that the failure of others~e.g.,
Carlyon and Datta, 1997b! to find large phase effects at low
levels was not due to simply the wrong choice of phases.
Instead, it appears that the reduction in phase effects at low
levels may indeed be a consequence of reduced peripheral
compression and/or narrow filter bandwidth. Where masking
minima are apparent in the lower masker-level conditions,
they appear to occur at the sameC values as at the highest
masker level. This suggests that phase curvature does not
vary greatly with stimulus level. This is consistent with the
findings from impulse responses of auditory-nerve fibers
~Carneyet al., 1999! and from direct measurements of BM
response~de Boer and Nuttall, 1997; Recioet al., 1998!.

One caveat should be borne in mind when comparing
these data to those from physiological studies. As with stud-
ies of auditory-filter shape, we assume for simplicity that the
use of a single frequency corresponds to estimating the re-
sponse of a single CF region. However, due to the basal shift
of the peak of the BM traveling wave at high levels, it is
likely that the place maximally stimulated by a given fre-
quency shifts somewhat with level. Consistent with all pre-
vious auditory-filter studies, however, we assume that the
effects of this are of second-order importance. If the accu-
racy of our phase measurements warranted it, it would be a
relatively trivial matter to take the assumed shifts of the trav-
eling wave into account by altering the signal frequency ac-
cordingly.

IV. ESTIMATING THE PHASE CURVATURE OF THE
AUDITORY FILTERS

Under the assumptions discussed in Sec. II B, the data
from these experiments can be used to estimate the phase
curvature of the auditory system at octave frequencies be-
tween 125 and 8000 Hz. Specifically, it is assumed that the
phase curvature in the passband of the auditory filter is equal
and opposite to that of the masker at the point of minimum
masking. The same technique was used by Lentz and Leek
~2001!. However, they used only one masker bandwidth
~200–5000 Hz! with one f 0 ~100 Hz! and tested signal fre-
quencies of 1, 2, 3, and 4 kHz.

The minimumC values~and hence the filter curvatures!
were estimated across listeners and conditions from experi-

FIG. 6. Mean masked thresholds, relative to the masker component level, as
a function of masker curvature at three signal frequencies~250, 1000, and
4000 Hz!. Error bars denote61 se of the mean across the four listeners. The
different symbols denote different overall masker levels.
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ment 1 using two methods. Method 1 involved finding theC
value that produced the lowest masked threshold for each
listener individually in each condition. This value was then
converted into a value of curvature using Eq.~2!. The mean
of these values for each signal frequency was then used to
estimate the curvature of the auditory filter centered at that
frequency. The number of estimates varied with signal fre-
quency. Specifically, at 125, 500, 2000, 4000, and 8000 Hz,
only one condition was tested with four listeners, meaning
that only four estimates of the curvature were available at
each CF. In contrast, at 250 and 1000 Hz, more estimates
were available, as threef 0’s were tested, giving 12 individual
estimates. In the case of the 1000-Hz signal with the 100-Hz
f 0 , C51 was chosen as the minimum for all listeners, even
though it is possible that the ‘‘true’’ minimum may have
occurred at a slightly higherC value. Eliminating this point
did not markedly change the predictions. Overall, the advan-
tage of this method is that it makes no assumptions regarding
the form of the data. The disadvantage is that the estimates
rely only on points around the minimum of the function and
make no use of other data points.

Method 2 involved fitting a function to the mean data in
every condition and calculating theC value at the minimum
of the fitted function. A number of mathematical functions
were tried. A sinusoidal function was found to provide a very
good fit to all conditions. The percentage of variance ac-
counted for by this function was always greater than 95%
and in most cases was greater than 99%. Examples of the fits
are shown in Fig. 7. The symbols are data replotted from Fig.
2; the curves are the best-fitting~in a least-squares sense!
sinusoidal functions. The functions capture the main trends
of the data. Other less obvious trends are also well described
including, for instance, the divergence of thresholds between
the 125- and 250-Hz conditions forC values greater than 0.
In cases with more than one condition for a given signal
frequency, theC values of the function minima were aver-
aged. The main advantage of using a mathematical function
is that all the data contribute to estimating the minimum
point of the function. The disadvantage is that a function

makes certain assumptions about the form of the data~e.g.,
that it is symmetric about the minimum point!, which may
not be justified. Because both methods have their strengths
and weaknesses, the results from both are presented here.

Figure 8 shows the masker phase curvatures producing a
masking minimum, estimated using method 1~squares! and
method 2~triangles!. The estimated phase curvature of the
auditory filters has the same magnitude as the data shown in
the figure, but with the opposite sign. The slope of the
dashed line represents the pattern of results that would be
expected if scaling symmetry prevailed throughout the fre-
quency range tested. On first inspection, it seems that scaling
symmetry may hold for frequencies above 1000 Hz, but
clearly not below. In order to pursue the issue of scaling
symmetry further, the estimated phase curvatures were trans-
formed into dimensionless units by multiplying the curvature
~originally in units of rad/Hz2! by f s

2/2p ~Shera, 2001a!.
When expressed in this way, for filters with scaling symme-
try the resulting quantity should be constant and independent
of CF. The transformed data from Fig. 8 are shown in Fig. 9.
The other symbols denote estimates from earlier studies, dis-
cussed below. For frequencies above 250 Hz, the two meth-
ods are in reasonably good agreement. At the two lowest
frequencies, however, the estimates differ considerably. It is
interesting to note that the estimated standard errors for
method 1 are also greatest at these two frequencies. At 125
Hz, zero phase curvature is less than 1 standard error below
the mean from method 1, which is why it is not possible to
plot the lower error bars on these logarithmic axes. The pat-
tern of results is in broad agreement with our earlier conclu-
sion that the phase curvature of the auditory filters may ex-
hibit scaling symmetry at CFs from 2 to 8 kHz but departs
severely from that pattern below about 1 kHz. However, at
least using method 2, there is a trend towards an orderly

FIG. 7. Data replotted from Fig. 2 with curve fits using a sinusoidal function
with four free parameters per condition@y5A sin(wx1p)1C#. The minima
of the fitted functions were used to estimate the auditory-filter curvature in
method 2~see the text for details!.

FIG. 8. Mean masker phase curvature producing masking minima, as a
function of frequency. Squares and triangles represent estimates using meth-
ods 1 and 2, respectively~see the text for details!. The slope of the dashed
line shows the expected relationship if the auditory filters exhibited scaling
symmetry. The error bars for method 1 represent11 se of the mean and are
shown where they exceed the size of the symbol. For method 2, error bars
could be calculated only for signal frequencies of 250 and 1000 Hz, and in
both cases did not exceed the size of the symbol.
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increase in relative curvature with increasing CF, as shown
by the connecting lines, even at the higher signal frequen-
cies.

It is possible to compare our estimates of phase curva-
ture with those from two other studies in the literature. Con-
verted into dimensionless units, Kohlrausch and Sander’s
~1995! estimate of auditory-filter phase curvature at 1100 Hz
lies between24.5 and26.3 ~the mean value is plotted as a
filled circle in Fig. 9!. Our estimates of28.3 ~method 1! and
27.8 ~method 2! at 1000 Hz lie outside that range, but are
within a factor of 2, corresponding to a change inC value
from, for instance, 0.25 to 0.5. The range of masker phase
curvatures used by Lentz and Leek~2001! did not extend
sufficiently high to provide an accurate estimate of phase
curvature at 1000 Hz. At 2000 and 4000 Hz, their estimated
curvatures are around28 and224 ~see the diamonds in Fig.
9!, which are somewhat below and above our estimates, re-
spectively. It is not clear what accounts for these discrepan-
cies, although they may in part be due to individual differ-
ences. Also, as the measurement accuracy provided by this
method is somewhat limited, a discrepancy by a factor of 2
can probably still be described as within the bounds of mea-
surement uncertainty.

A recent analysis of BM and auditory-nerve phase-
response data~Shera, 2001a! allows a cursory quantitative
comparison of our results with BM data from the guinea pig.
Shera’s Fig. 4~b! plots group delay as a function of frequency
in dimensionless units for a 17-kHz CF. The slope of the
function can be reasonably approximated as constant for fre-
quencies above about 0.7 CF. A linear regression of the func-
tion between 0.75 and 1.1 CF provides an estimate of 30 for
the phase curvature in dimensionless units. In terms of place
along the BM, a 17-kHz CF in the guinea pig corresponds
roughly to an 8-kHz CF in human~Tsuji and Liberman,
1997!. Thus, the physiological estimate from guinea pig BM
data~cross in Fig. 9! and our behavioral estimate in human
are in reasonable agreement. However, given the very lim-
ited data and their inherent uncertainty, more data are re-

quired to ascertain whether the patterns are indeed similar or
whether systematic differences between species exist.

Because of the approximate nature of the measure, it is
prudent not to place too much emphasis on the exact values
reported here. In particular, for method 1 the mean phase
curvature values at 125 and 250 Hz are not significantly dif-
ferent from zero. Nevertheless, the finding that the phase
curvature does not scale with CF below about 1000 Hz is
very robust. This departure from scaling at low CFs may be
related to the relative broadening of the magnitude of the
auditory filters at CFs below about 1000 Hz~e.g., Glasberg
and Moore, 1990!.

V. SUMMARY

The results provide a first indication of how the phase
curvature of the auditory filters varies with level and charac-
teristic frequency~CF! over a wide range. Experiment 1
showed that the phase responses of the auditory filters do not
exhibit scaling symmetry at frequencies of 1000 Hz and be-
low. This is consistent with physiological findings in other
mammals~Shera, 2001a!, as is the lack of an effect of overall
level on estimated phase curvature~Shera, 2001b!, found in
experiment 2. In contrast to findings from auditory-nerve
data in the cat~Carneyet al., 1999!, however, our data show
no evidence for a reversal of phase curvature at very low CFs
in humans. It is not clear from our data whether scaling
symmetry holds above 1000 Hz. Estimates using method 2
suggest a shallow but continuing increase in relative phase
curvature at frequencies of 2 kHz and above, whereas the
estimates from method 1 seem to be more constant. It has
been argued that the frequency glides found in BM impulse
responses provide strong constraints for models of cochlear
mechanics~de Boer and Nuttall, 1997, 2000a, b; Shera,
2001a!. The present data provide similarly strong constraints
on models of human auditory filtering. Recent simulations
~Oxenham and Dau, 2001! have shown that many of the
filters currently used to simulate peripheral auditory process-
ing, such as the gammatone~de Boer and Kruidenier, 1990!,
the gammachirp~Irino and Patterson, 1997, 2001!, or
transmission-line models~e.g., Strube, 1985!, do not exhibit
the phase curvature necessary to predict such data.
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This report is on direct observation and modal analysis of irregular spatio-temporal vibration
patterns of vocal fold pathologiesin vivo. The observed oscillation patterns are described
quantitatively with multiline kymograms, spectral analysis, and spatio-temporal plots. The complex
spatio-temporal vibration patterns are decomposed by empirical orthogonal functions into
independent vibratory modes. It is shown quantitatively that biphonation can be induced either by
left–right asymmetry or by desynchronized anterior–posterior vibratory modes, and the term ‘‘AP
~anterior–posterior! biphonation’’ is introduced. The presented phonation examples show that for
normal phonation the first two modes sufficiently explain the glottal dynamics. The spatio-temporal
oscillation pattern associated with biphonation due to left–right asymmetry can be explained by the
first three modes. Higher-order modes are required to describe the pattern for biphonation induced
by anterior–posterior vibrations. Spatial irregularity is quantified by an entropy measure, which is
significantly higher for irregular phonation than for normal phonation. Two asymmetry measures are
introduced: the left–right asymmetry and the anterior–posterior asymmetry, as the ratios of the
fundamental frequencies of left and right vocal fold and of anterior–posterior modes, respectively.
These quantities clearly differentiate between left–right biphonation and anterior–posterior
biphonation. This paper proposes methods to analyze quantitatively irregular vocal fold contour
patternsin vivo and complements previous findings of desynchronization of vibration modes in
computer modes and inin vitro experiments. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1406498#

PACS numbers: 43.70.Aj, 05.45.Tp@AL #

I. INTRODUCTION

In the last years, several new promising concepts in the
fields of voice and phonation diagnostics, modeling, signal
classification, and analysis have been developed to shed light
on mechanisms that cause irregular vocal fold oscillations.
Laryngeal ~video! stroboscopy is widely used in everyday
clinical examinations as a tool for visualizing pathological
vocal fold dynamics, but it is only appropriate for the inves-
tigation of periodically vibrating vocal folds~Wendleret al.,
1996!. On the contrary, digital high-speed glottography al-
lows the direct observation of the glottal dynamics and the
separate analysis of the left and the right vocal fold vibra-
tions ~Eysholdt et al., 1996; Hammarberg, 1995; Kiritani
et al., 1993!. This examination method allows one to record
data required for the analysis of transient, subharmonic, and
temporally and spatially aperiodic vocal fold dynamics.

Digital image processing algorithms can be applied to obtain
time series of the oscillations of the vocal fold edges for
further analysis~Wittenberg, 1998!.

The theory of nonlinear dynamics provides the frame-
work for classifying vocal instabilities~Herzel, 1993; Titze
et al., 1993!. Stationary oscillations can be related to low
dimensional attractors~limit cycle, torus, chaotic attractor!
~Bergé et al., 1984!. Qualitative changes of the vocal fold
dynamics due to variations of the myoelastic and aerody-
namic properties can be classified as bifurcations. Examples
are the phonation onset~Hopf bifurcation! and the appear-
ance of subharmonics~period doubling bifurcation!. In sev-
eral studies, attractors and bifurcations have been analyzed in
biomechanical models of the vocal folds~Berry et al., 1994;
Lucero and Gotoh, 1993; Mergell, 1998; Steinecke and Her-
zel, 1995!. Recently, vocal irregularities have been describd
by combining digital high-speed glottography and biome-
chanical modeling~Mergell et al., 2000!. The observed time
series from a pathological voice could be reproduced witha!Electronic mail: j.neubauer@biologie.hu-berlin.de
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quantitative agreement in a simplified two-mass model by
parameter adjustment. The underlying model assumptions
neglect changes of the vocal fold properties along the
anterior–posterior~AP! direction. Therefore, the model only
captures left–right~LR! asymmetries.

However, there are several indications that anterior–
posterior~AP! oscillation modes can contribute to irregular
glottal oscillation patterns~Berry, 2000; Berryet al., 1994;
Farnsworth, 1940; Hesset al., 1994; Švec et al., 2000; Tig-
geset al., 1999; Titze, 1973!. Berry et al. ~1994! used em-
pirical orthogonal functions~EOFs! to determine the domi-
nant spatial modes in a finite-element model of the vocal
folds. They showed that even complicated vibration patterns
can be explained by a few modes. Moreover, higher-order
modes could be extracted from this biomechanical model for
one case of irregular phonation. EOF studies of vocal fold
tissue~e.g., excised larynx experiments! confirmed and ex-
tended the results obtained from theoretical models~Berry,
2001!. Resonance studies of human vocal foldsin vivo
showed that the resonance frequencies correspond to distinct
anterior–posterior modes~Švecet al., 2000!. Resonance fre-
quencies of the modes of a finite-element model were found
to be grouped around resonance frequencies that correspond
to different anterior–posterior modes~Berry, 2001!. From an
endoscopic view, the modes within these groups cannot be
distinguished, as they exhibit the same anterior–posterior vi-
bration pattern. Generally, inferior–superior vibration modes
cannot be resolved from the endoscopic view, because the
upper vocal fold edge masks the lower parts of the folds.

Models more complex than simplified two-mass models
are required to reproduce irregular spatio-temporal vibration
patterns~Aliour-Haghighi et al., 2000; Titze, 1973, 1976;
Titze and Strong, 1975!. Since there is always a trade-off
between the spatial accuracy of measured myoelastic prop-
erties and the physiological completeness of the model, it is
important to know how complex a low-order model must be
to describe the vocal fold dynamicsin vivo accurately. Modal
analysis can answer this question and is an appropriate tool
for the design of low-order models. The number of dominant
empirical modes is related to the number of horizontal and
vertical degrees of freedom that biomechanical models must
provide to capture the effective glottal dynamics~Aubry
et al., 1991; Berryet al., 1994; Breuer and Sirovich, 1991!.
To our knowledge, the concept of modal analysis has not yet
been applied for spatio-temporal analysis of glottal vibration
patternsin vivo.

This paper focuses on the quantitative study of anterior–
posterior modes and of irregular phonation by desynchroni-
zation of anterior–posterior modes of vibration. Thus, in the
following sections we present a quantitative analysis of com-
plex and irregular spatio-temporal vibration patterns of the
vocal folds based on three phonation examples. We analyze
one example with normal healthy phonation that serves as a
reference. In addition, we choose two high-speed sequences
with irregular phonation to demonstrate two different kinds
of mechanisms that lead to biphonation. The term ‘‘biphona-
tion’’ characterizes phonation with two fundamental frequen-
cies ~Herzel and Reuter, 1997; Herzel and Wendler, 1991;
Ishizaka and Isshiki, 1976; Kiritaniet al., 1995; Mergell and

Herzel, 1997; Smithet al., 1992; Wildenet al., 1998!. In
general, biphonation can be induced by different glottal, pha-
ryngeal, and aerodynamical oscillations with different oscil-
lation frequencies. Possible mechanisms for biphonation are
the natural or pathological asymmetry of vocal folds, the
decoupling of vertical and horizontal vibratory modes within
single vocal folds, the interaction with other mechanical or
aerodynamical oscillators in the sub- and supraglottal airway,
and the interaction with vortices produced by the glottal con-
striction of the airstream.~Herzel and Reuter, 1997; Mergell
and Herzel, 1997; Tiggeset al., 1997!.

As a first image processing step we introduce the tech-
nique of multiline kymography to extract time series of glot-
tal edge points form digital high-speed recordings. We use
spectral analysis and spatio-temporal plots of the multiline
time series as conventional analysis tools both for simple
data analysis and consistency check. Furthermore, we com-
pute empirical orthogonal eigenfunctions~EOFs! from the
time series of the vocal fold edge displacements about the
estimated glottal midline. We argue that EOF analysis is the
appropriate way to deal with spatio-temporal vibration pat-
terns. Thus, the multiline time series are decomposed into
empirical orthogonal functions. We use this method to mea-
sure the degree of desynchronization of anterior–posterior
modes.

Furthermore, we suggest four different measures to
quantify objectively spatio-temporal vibration patterns. We
use the asymmetry coefficient according to Mergellet al.
~2000! to measure left–right asymmetry. This coefficient is
related to the asymmetry coefficient in simple two-mass
models ~Steinecke and Herzel, 1995!. Similarly, we intro-
duce an anterior–posterior asymmetry measure to describe
anterior–posterior mode desynchronization. We use an en-
tropy measure to quantify spatial irregularity, and we esti-
mate the number of dynamically relevant glottal modes.

II. MATERIALS AND METHODS

Digital high-speed image sequences during phonation
were recorded with the camera system CAMSYS1 128 ~de-
scribed by Blosset al., 1993! at a sampling rate of 3704
frames per second with a spatial resolution of 128364 pixels
in combination with a rigid larynx endoscope@for further
technical details and caveats cf. Wittenberget al. ~1995! and
Wittenberg ~1998!#. We examined the high-speed data of
three subjects: Subject JN~male, 27 years! with a healthy
voice, subject WS~female, 29 years! with a left recurrent
nerve paralysis, and subject MM~female, 26 years! with a
functional dysphonia. On basis of the Roughness–
Breathiness–Hoarseness~RBH! scale subject WS was
judged to be R1B1H2. Clinical stroboscopy revealed a pre-
phonatory standstill of the left vocal fold, whereas the right
vocal fold was found to be normal. During phonation stro-
boscopy was not applicable due to biphonic oscillation of the
vocal folds. Clinical standard examination of subject MM
gave no visible morphological peculiarities. The voice was
judged on basis of the Roughness–Breathiness–Hoarseness
~RBH! scale to the R2B1H2 with diplophonic episodes. In
the following study, we label the high-speed sequences ‘‘nor-
mal voice,’’ ‘‘recurrent nerve paralysis,’’ and ‘‘functional
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dysphonia.’’ We chose these particular pathological phona-
tions because preliminary analysis of the corresponding
sound data indicated biphonation. The pathological phona-
tion examples were chosen out of about 100 recordings with
indications for biphonation out of overall 4000 high-speed
sequences. About ten of the biphonic phonations showed
anterior–posterior vibration patterns. Figures 1–3 show one
oscillation cycle taken from the digital image sequences of
each subject. The highlighted glottal edge contours~i.e., the
entirety of all glottal edge points of each vocal fold! are the
results of our image processing algorithm that will be ex-
plained below. The algorithm for data reduction is a simpli-
fied and modified version of the kymographic image process-
ing proposed by Wittenberg~1998!.

A. Multiline kymography

As a first processing step, we extract all horizontal scan
lines of each digital image over the visible vocal fold length,
i.e., from the posterior side~arytenoid cartilage! to the ante-
rior side ~thyroid cartilage!. The arytenoid side corresponds
to the upper part of the digital images shown in Figs. 1–3,
whereas the thyroid side corresponds to the lower part. The
extracted scan lines are subsequently concatenated. In Figs.
4–6 we visualize the vocal fold dynamics by a few hundred
subsequent scan lines. The resulting gray scale arrays~kymo-

grams! show the change in distance between edge points on
left and right vocal folds during phonation~Švec and
Schutte, 1996; Tiggeset al., 1999!. We mark the tracked
glottal edge points of the left~upper line! and the right vocal
fold ~lower line! by white points.

We determine these edge points with a fixed gray value
threshold for each kymogram. This threshold separates be-
tween image points from the glottal aperture and from the
vocal fold tissue. As we use a rigid endoscope viewing the
vocal folds from above~superior view!, the tracked points
correspond to points of the superior medial vocal fold edge
or the inferior vocal fold edge. During the opening phase the
tracked points are close to the superior medial edge, whereas
during the closing phase the tracked points correspond to a
point between superior and inferior edge. However, due to
the limited spatial resolution of the camera system we cannot
resolve vertical vibration modes of the vocal fold cover. The
movement of the vocal fold edge points is related to the
oscillations riding on the black–white interface of the binary
segmented multiline kymograms~Mergell et al., 2000; Wit-
tenberg, 1997!. We call the extracted time series ‘‘high-speed
glottograms’’ ~HGGs! following Wittenberg et al. ~1995!.
Table I gives details on the data sets of the different phona-
tion examples we use for spatio-temporal analysis of vocal
fold vibration.

FIG. 1. Digital high-speed image sequence showing a glottal cycle with 21
tracked glottal contour points per vocal fold: subject JN with normal pho-
nation. Every second frame is shown; the time interval between successively
plotted frames isDt50.54 ms. Note that the right arytenoid cartilage is
visible in the left upper corner of the images. Thus, the upper and lower side
of each frame correspond to the posterior and anterior side of the vocal
folds, respectively. The left and right vocal folds are displayed on the right
and left side of the digital images, respectively.

FIG. 2. Digital high-speed image sequence with 49
tracked glottal contour points per vocal fold of subject
WS ~every second frame shown,Dt50.54 ms for plot-
ted frames!. The upper and lower side of each frame
correspond to the posterior and anterior side of the vo-
cal folds, respectively.

FIG. 3. Digital high-speed sequence with 39 tracked glottal contour points
per vocal fold of subject MM~every frame shown,Dt50.27 ms!. The upper
and lower side of each frame correspond to the posterior and anterior side of
the vocal folds, respectively.
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B. Time series preprocessing

The HGG data have to be preprocessed to avoid artifacts
caused by relative horizontal movements and rotations of the
observing endoscope about the glottis. Following previous
work ~Mergell et al., 2000! we just correct for horizontal
movements neglecting vertical movements that are assumed
to be small within the short selected HGG sequences accord-
ing to Wittenberg~1998!. Therefore, we calculate the dis-
placements of vocal fold edges about the glottal midline,
which we estimate frame by frame~Fig. 7!.

We first approximate the glottal midline by a regression
line through the midpoints (x̄k(t i),yk(t i)), of each scan line
k, where the midpoints are

x̄k~ t i !5 1
2~xk

~ left!~ t i !1xk
~right!~ t i !!. ~1!

Note thatyk(t i)5yk
(left)(t i)5yk

(right)(t i). Here,k51,...,N ind-
cates the kymogram number andi 51,...,M is the time index

~see Fig. 7!. We describe the estimated glottal midline of
framet i by the slopem(t i) and the interceptb(t i). The slope
and the intercept both contain parts of the glottal dynamics
and slow modulations caused by relative movements be-
tween the high-speed camera and the glottis. As we correct
the HGG data only for slow modulations, we apply a moving
average procedure to the time seriesm(t i) andb(t i) ~length
of averaging window: 50 ms, corresponding cutoff fre-
quency: 20 Hz!. We choose the cutoff frequency of this low-
pass filtering process close to the maximum tremor fre-
quency of about 16 Hz~Riviere et al., 1998!. Thus, the
filtered valuesm̄(t i) and b̄(t i) are slowly modulated. We
calculate the vocal fold displacementsdk

(a)(t i) as the dis-
tance of the extracted contour points from the estimated glot-
tal midline

dk
~a!~ t i !5Fxk

~a!~ t i !2
yk~ t i !2b̄~ t i !

m̄~ t i !
Gsinw~ t i !. ~2!

Here, w(t i)5arctan(m̄(t i)) is the inclination angle of
the glottal midline,aP$ left,right% specifies the side, and

FIG. 4. Selected multiline kymograms~chosen from 21 kymograms! with
highlighted extracted time series for subject JN~with normal phonation!.
The upper white line corresponds to the left vocal fold edge, the lower white
line to the right vocal fold edge. Length of kymograms shown isT581 ms.
The numbers correspond to the scan line number along the posterior–
anterior direction. The glottal aperture is black-coded, the surrounding is
shown in different gray values. The vertical direction within each kymogram
corresponds to the left–right direction of the digital high-speed image
frames.

FIG. 5. Selected multiline kymograms for subject WS. Length of kymo-
grams shown isT581 ms. The upper white line follows the left vocal fold
edge; the lower white line follows the right vocal fold edge. In each kymo-
gram we observe desynchronization of the left and right vocal fold oscilla-
tion: Five oscillation maxima of the left vocal fold~upper line! correspond
to four oscillation maxima of the right vocal fold~lower line!.

FIG. 6. Selected multiline kymograms for subject MM. Length of kymo-
grams shown isT567 ms. The upper white line indicates the left vocal fold
edge; the lower white line indicates the right vocal fold edge. In each ky-
mogram we observe nearly symmetrical oscillations of both vocal folds.
However, we see an increasing modulation of both vocal fold oscillations
comparing kymograms 13, 21, and 29 along the posterior–anterior direction.
Thus, we observe desynchronization of vocal-fold oscillations along the
anterior–posterior direction.

TABLE I. Details on time series from different subjects with normal and
irregular phonation. The sampling rate was 3704 frames per second for all
time series. The difference in length is due to the different length of high-
speed sequences obtained from the clinical investigation and due to the
selection of stationary segments. With respect to the typical oscillation fre-
quencies the number of measured cycles is sufficient for a statistical analysis
such as our EOF estimation calculations.

Subject Phonation
Number of glottal

contour points
Length of time

series@ms#

Typical
frequency

@Hz#

JN ~healthy! normal 21 1215 120
WS ~recurrent irregular 49 618 197
nerve paralysis!
MM ~functional irregular 39 354 270
dysphonia!
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xk
(a)(t i) and yk(t i) are the image coordinates of the vocal

fold contour points~see Fig. 7!. In this way, slow horizontal
and rotational modulations contained inm̄(t i) and b̄(t i) are
removed from the HGG data (xk(t i),yk(t i)).

C. Calculation of the empirical orthogonal functions

The technique of empirical orthogonal functions is an
appropriate method for analyzing complex and irregular
spatio-temporal glottal motion patterns. It can be used to
decompose glottal contour dynamics into principal modes of
vibration ~Berry et al., 1994!.

As we are only interested in the oscillation of the vocal
folds about their dynamic rest position, we subtract the tem-
poral averages~average over whole length of time series!
from the vocal fold displacements of left and right vocal
folds

dk
~a!~ t i !5dk

~a!~ t i !2d̄k
~a! . ~3!

We calculate the EOFsFk
(a) , k51,...,N, from the oscillatory

componentsdk
(a)(t i). EOFs represent a decomposition of the

contour dynamicsdk
(a)(t i) into different spatial oscillating

modes.
Furthermore, we compute the corresponding eigenvalues

lk
2(a) which are the weights or the contributions of the EOFs

on average to the complete spatial dynamics.
To analyze the dynamics of the EOFs, we calculate the

time-varying contribution of different modes~EOFs! Fk
(a) .

These contributions are called temporal coefficients
C l

(a)(t i). For a more detailed description of the empirical
orthogonal functions, we refer to the Appendix.

According to Mergellet al. ~2000!, the ratioQlr
(exp) of

the lower and higher fundamental frequency of left and right
vocal folds parametrizes the laryngeal left–right asymmetry.
Similarly, we measure anterior–posterior asymmetry with
the ratio Qap

(exp) of the lower and higher fundamental fre-
quency of the first two temporal coefficients. This quantity

measures the average temporal irregularity of the spatio-
temporal oscillation pattern of a single vocal fold over the
chosen time interval.

To parameterize the spatial irregularity, we calculate
Shannon’s entropyStot

(a) from the EOF weights of each vocal
fold. This entropy quantifies the degree of disorder of the
mode decomposition. For a further discussion of the entropy
measure, we refer to the Appendix.

For the sake of comparability and robustness, we intro-
duce a simple threshold criterion for the estimation of dy-
namically relevant modes. We reconstruct the observed time
series of the glottal contour points with a subset of the cal-
culated EOFs. To find the required subset size we start with
the first EOF with the largest weight, add subsequent EOFs
with smaller and smaller value, until the difference between
the reconstructed and the observed time seriesdk

(a)(t i) is
smaller than a certain threshold.

III. ANALYSIS OF SPATIO-TEMPORAL GLOTTAL
PATTERNS

A. Spectral analysis of spatio-temporal plots

We use spatio-temporal plots of the oscillatory compo-
nentdk

(a)(t i) to discuss qualitatively the vibration patterns of
different phonation examples. Therefore, we encode the time
seriesdk

(a)(t i) in gray scale values in a space-time coordinate
system. Bright regions correspond to positive values,
whereas dark areas indicate negative values. For the sake of
visualization, the values ofdk

(a)(t i) are normalized.
In Fig. 8 we illustrate the desynchronization of left and

FIG. 7. Coordinate system for analysis of digital high-speed images: Vocal
fold edge points of left and right vocal fold are highlighted. The distances of
the estimated glottal midline to the vocal fold edge points are used as vocal
fold displacements for further analysis.

FIG. 8. Spatio-temporal plots of the scaled oscillatory componentdk
(a)(t i) of

vocal fold edge points for subject WS~with left recurrent nerve paralysis!.
Left and right vocal folds are desynchronized, which suggests left–right
asymmetry of vocal fold properties. Bright regions display glottal opening;
dark regions code for vocal fold edge points with glottal closure. The maxi-
mum positive excursions are rescaled to unity; the minimum negative ex-
cursions are rescaled to zero. The lower part/upper part of each plot corre-
sponds to the temporal evolution of posterior/anterior vocal fold edge points.
During four oscillation maxima on the right vocal fold, five oscillation
maxima appear on the left side. Vertical homogeneity of the vertical bright
stripes during glottal opening indicates no relevant anterior–posterior asym-
metry.
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right vocal fold vibrations for subject WS. During four os-
cillation maxima on the right vocal fold we observe five
oscillation maxima on the left vocal fold. Left–right asym-
metry isQlr

(exp)'4/5. Note that there is no significant differ-
ence between the lower~posterior side! and the upper~ante-
rior side! part of each spatio-temporal plot. Therefore,
anterior–posterior asymmetry is estimated asQap

(exp)51.
Here, we use the anterior–posterior asymmetry as the ratio
of lower and higher oscillation frequencies of vibrations
close to the anterior or posterior end of the vocal folds.

The spatio-temporal plots for time series of subject MM
~Fig. 9! show nearly seven oscillation maxima in the upper
part ~anterior side! in contrast to nearly six maxima in the
lower part ~posterior side! of the vocal folds. We observe
left–right symmetrical oscillations of the vocal folds,Qlr

(exp)

51.
On the level of time series from single kymograms, we

examine spectra of selected time series of vocal fold edge
points ~HGGs!. The spectra from subject WS show a pro-
nounced left-right asymmetry. In Fig. 10 we exemplify two
spectra for two different locations on each vocal fold. One
location is close to the anterior side~kymogram line number
k540), the other is close to the posterior side of the vocal
folds ~kymogram line numberk510). All apparent peak fre-
quenciesf m,n can be explained by linear combinations of just
two independent frequenciesf l and f r : f (m,n)5m fr1n fl ,
m,nPZ5$0,61,62,...%. The fundamental frequencies are
f r'197 Hz andf l'265 Hz. Thus left–right asymmetry is
Qlr

(exp)5fr /fl'0.74. For both anterior and posterior postions
on the vocal folds, the corresponding spectra of left and right
vocal folds reveal a significant left–right asymmetry. The
peak frequency atf r is dominant in the spectra of the right
vocal fold, whereas for the left vocal fold the dominant fre-
quency can be found atf l . On the basis of these two chosen
time series, anterior–posterior asymmetry isQap

(exp)51, indi-
cating no anterior–posterior asymmetry.

In Fig. 11 we show two spectra from subject MM. With
these two chosen time series, we find left–right symmetry to
be preserved,Qlr

(exp)51. But, spectra for anterior~kymogram
line numberk530) and posterior positions~kymogram line
numberk510) differ significantly. Spectra for the posterior
positions from the left and right side are dominated by the
peak frequencyf p'271 Hz. At the anterior side, the spectra
of both left and right side show dominant peak frequencies at
f p and f a'338 Hz. Anterior–posterior asymmetry isQap

(exp)

5fp /f
a
'0.80. Thus, we observe the desynchronized oscilla-

FIG. 9. Spatio-temporal plots of the scaled elongationsdk
(a)(t i) for subject

MM ~with functional dysphonia!. During seven oscillation maxima in the
upper part of the spatio-temporal plots, six maxima appear in the lower part.
The symmetry between left and right spatio-temporal plot is roughly pre-
served.

FIG. 10. Comparison of normalized spectra ofdk
(a)(t i) of left and right

vocal fold at anterior~kymogram line numberk540) and posterior side
~kymogram line numberk510) of each vocal fold~normalization to ampli-
tude maximum of all spectra shown!. All amplitude maxima can be ex-
plained by linear superposition of two independent frequenciesf r'197 Hz
and f l'265 Hz: f (m,n)5m fr1n fl . Left–right asymmetry isQlr

(exp)'0.74.
The dominant peak frequency for both spectra of the right vocal fold is at
f r , whereas for the left vocal fold both spectra have dominant peak frequen-
cies at f l . The spectral peaks are marked by their corresponding numbers
(m,n).

FIG. 11. Comparison of normalized spectra of displacementsdk
(a)(t i) of left

and right vocal folds at anterior~kymogram line numberk530) and poste-
rior side ~kymogram line numberk510) of each vocal fold~normalization
as above!: Maxima can be interpreted by linear superposition (m,n) of
independent frequenciesf p'271 Hz andf a'338 Hz. Anterior–posterior
asymmetry isQap

(exp)'0.80.
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tion of vocal fold edge points within each single vocal fold.
Here, the two independent frequenciesf p and f a are enough
to deduce all present peak frequencies.

For the sake of visualization and explanation we counted
the number of maxima of the spatio-temporal plots~see Figs.
8 and Fig. 9! for equal time intervals. The ratio of the num-
ber of maxima is different from the ratio of the fundamental
frequencies observed by spectral analysis of selected time
series of vocal fold edge points. This illustrates the limitation
of visual inspection. For example, a superposition of trigo-
nometric functions with a frequency ratio of 4:5 can lead to
6 or 8 distinct maxima.

B. EOF analysis of spatio-temporal vibration patterns

In Fig. 12 we show the relative weightspk
(a)

5lk
2(a)/(lll

2(a) ~cf. the Appendix! of the EOF decomposition
for the three phonation examples. The relative weights ex-

press the relative contribution of different EOFs to the mea-
sured spatio-temporal oscillation pattern. We plot the first 21
relative weights on a logarithmic scale, as they cover about
four orders of magnitude. In all three cases the sequence of
weights decays rapidly, whereas higher-order weights de-
crease rather slowly. However, by comparison we see that
the decay of the first few weights strongly depends on the
phonation example. The cumulative sum of the first five val-
ues of the relative EOF weights, given in Table II, supports
this statement. Thus, we can use the shape of the weight
distribution to distinguish the spatial irregularity of different
phonation examples. We use Shannon’s entropyStot

(a) ~cf. the
Appendix! as an overall measure for the shape, i.e., the
broadness of the different distributions.

We find thatStot
(a) becomes significantly larger for the

three phonation examples. Correspondingly, the weight dis-
tributions become broader.Stot

(a) increases from LR and AP
symmetrical oscillation~normal phonation! via LR asym-
metrical, but AP symmetrical oscillation to AP asymmetrical
but LR symmetrical oscillation~Fig. 12!. We observe no sig-
nificant left–right difference of the spatial irregularitiesStot

(left)

andStot
(right) .

We estimate the number of dynamically relevant modes
choosing a threshold of 97% for reconstruction quality. Table
II shows that 97% of the observed time series can be ex-
plained by two modes for both vocal folds for subject JN
exhibiting LR and AP symmetrical phonation~normal pho-
nation!. For subject WS showing LR asymmetrical vibration,
we find that two modes on the left side and three modes on
the right side, respectively, are sufficient. For subject MM
exhibiting AP asymmetrical phonation, we have to include
four modes on both sides.

Figures 13–15 display the empirical orthogonal func-
tions associated with the first five weights. For all three pho-
nation examples, the first EOF reveals the uniform outward
and inward movement of the vocal folds resulting in a gen-
eral increase and decrease of glottal opening area. The sec-
ond EOF illustrates vocal fold displacements with a phase
shift of 180 deg between the anterior and the posterior side
of the vocal folds. In most cases we find that their wave-
length is roughly twice the wavelength of the first EOFs. The

FIG. 12. First 21 values of the relative EOF weights for three phonation
examples for left~upper row! and right~lower row! vocal folds. The infor-
mation entropyStot

(a) measures the overall spatial irregularity. As explained in
the text, we introduce the term LR biphonation for the LR asymmetrical
phonation of subject WS and AP biphonation for AP asymmetrical phona-
tion of subject MM.

TABLE II. Cumulative sumSlm
2(l /r ) for the first five values of the relative EOF weights for three phonation

types. For subject JN~with normal phonation! and for subject WS~with LR asymmetrical phonation!, the first
mode already covers more than 90% of the glottal contour dynamics. However, for the subject MM~with AP
asymmetrical phonation! the first mode just carries about 80% of the observed time series. Weights of higher
modes become rapidly smaller, but are still specific for the type of phonation. To explain more than 97% of the
observed glottal dynamics, two modes have to be taken into account for subject JN, two or three modes,
respectively, for subject WS, and four modes for subject MM~indicated numbers in bold face!.

Eigenfunction
index

Cumulative sumSmlm
2(a) , aP$ left,right% for

LR and AP symmetry LR asymmetry AP asymmetry

~normal phonation! ~recurrent nerve paralysis! ~functional dysphonia!
left @%# right @%# left @%# right @%# left @%# right @%#

1 96.7 96.6 92.8 93.2 80.1 78.2
2 97.7 97.7 97.9 96.1 94.0 94.7
3 98.3 98.2 98.5 97.7 96.1 96.5
4 98.6 98.5 98.8 98.4 97.0 97.3
5 98.8 98.7 99.0 98.9 97.7 97.9
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structure of all higher EOFs is more difficult to generalize
due to increasing fluctuations resulting from the finite spatial
and temporal resolution of the high-speed camera and the
noise of the recordings. We call all modes higher than the
first ‘‘anterior–posterior~AP! modes.’’

In Figs. 16–18 we plot the spectra of the corresponding
temporal coefficients, that express the temporal evolution of
the EOFs. For subject JN~regular phonation! we find that all
peak frequencies of both left and right vocal folds are har-
monically related to the fundamental frequency of aboutf 0

'127 Hz. Here, left–right asymmetryQlr
(exp) and anterior–

posterior asymmetryQap
(exp) both are unity. Additionally, we

see that temporal coefficients for higher EOFs contain more
and more noise.

For subject WS~irregular phonation!, the spectra of the

first temporal eigenfunction reveal a pronounced left–right
asymmetry. The spectrum of the first left temporal coefficient
is dominated by the peak frequencyf l'265 Hz; the spec-
trum of the first right temporal eigenfunction has the domi-
nant peak frequencyf r'197 Hz. The left–right asymmetry
is Qlr

(exp)5fr /fl'0.74. Linear superpositionf (m,n)5m fr
1n fl ,m,nPZ of the two independent left and right frequen-
cies explains the peak frequencies of all remaining spectra,
apart from noisy contributions.

For subject MM~irregular phonation!, the first two spec-
tra of the temporal eigenfunctions are roughly symmetric
about the left and right side. On each vocal fold side, how-
ever, we observe a significant difference in peak frequency
for the first two temporal coefficients: For both first temporal
coefficients, the peak frequency isf p'271 Hz. Both spectra
of the second temporal coefficients have a peak frequency
f a'338 Hz. We use the indices ‘‘p’’ and ‘‘a’’ forf p and f a ,
because we observe the main spatial contribution of the first
~and second! EOF in the posterior~and anterior! part of the
vocal folds~see Fig. 15!. The anterior–posterior asymmetry
is Qap

(exp)5fp /fa'0.80. Linear combinationsf (m8,n8)5m8 f p

1n8 f a , m8,n8PZ of these independent frequencies explain
all remaining peak frequencies in the shown spectra.

IV. DISCUSSION

The aim of this paper was to analyze spatially complex
and temporally irregular glottal contour patterns of patho-
logical phonation. Mode analysis of spatio-temporal patterns
of vocal-fold displacementsin vivo with empirical orthogo-
nal functions appeared to be an appropriate tool to extract
principal glottal vibration modes from high-speed record-
ings. EOF analysis can extract excited modes from measured
time series. Although we applied this method to analyze only
three examples of normal and pathological phonation, the
presented method and the shown effect of left–right desyn-
chronization and anterior–posterior desynchronization are of

FIG. 13. First five normalized empirical orthogonal functions for centered
time series from subject JN~with normal healthy phonation!: Maximum and
minimum excursion of the EOFs are shown~normalization to amplitude
maxima!. The relative weights, indicated in the plots, reflect the contribution
of the EOFs to the reconstruction of the observed glottal dynamics. Thus,
over 90% of the observed time series is explained by the first EOFs.

FIG. 14. First five normalized EOFs for centered time series from subject
WS: maximum and minimum excursion of the EOFs are shown~normaliza-
tion as above!. The first EOFs are enough to explain more than 90% of the
time series. Due to scaling, the phase shift between anterior and posterior
side of the second EOF of the right fold cannot be seen as clearly as on the
left fold.

FIG. 15. First five normalized empirical modes for centered time series from
subject MM: Maximum and minimum excursion of the EOFs are shown
~normalization as above!. The first two EOFs are required to capture more
than 90% of the time series.
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general validity. Previous theoretical studies of biomechani-
cal models~Herzel, 1993; Titzeet al., 1993! support this
point of view.

This paper presents the analysis of two different types of
biphonation generated by different glottal mechanisms. Bi-
phonation is already known to be induced by left–right
asymmetry of the vocal folds, and strong interaction with the
supraglottal vocal tract is assumed to ease biphonation
~Mergell and Herzel, 1997; Titze and Story, 1997!. We pre-
sented data from a patient with left recurrent nerve paralysis,
where we observed the desynchronization of left- and right
vocal fold oscillations. We found, that biphonation, i.e., the
existence of two fundamental frequencies, can be explained
in this case by only the first mode of the EOF decomposition
of left and right oscillations. This result strongly supports the
notion that biphonation was induced by a left–right asymme-
try of the vocal folds due to the paralyzed left vocal fold. We

presented this example to contrast it with our finding of an-
other mechanism for biphonation.

Therefore, we presented data on a patient with func-
tional dysphonia, where we observed dsynchronized oscilla-
tions of vocal fold edge points on each vocal fold. In addi-
tion to the uniform inward and outward movement of the
vocal folds, we observed oscillation patterns with a promi-
nent phase shift between anterior and posterior side of the
vocal folds. We found that these higher modes vibrate inde-
pendently form the basic spatially uniform mode, as we see
two independent oscillation frequencies in the spectra of the
temporal coefficients of the EOFs. Thus, we provide experi-
mental evidence that desynchronization of modes can be ob-
served in voice disorders, as previously suggested by theo-
retical considerations~Herzelet al., 1994; Titzeet al., 1993!.
Theoretically, the vocal folds can be considered as complex,
visco-elastic, three-dimensional structures, that can generate

FIG. 16. Normalized magnitude spectra~linear scale!
of first five temporal eigenfunctions for subject JN
~with normal healthy phonation! ~normalization to am-
plitude maximum of all spectra shown!: All spectra
consist of harmonically related peak frequencies to-
gether with noise contributions increasing with EOF
number.

FIG. 17. Normalized magnitude spectra of first five
temporal eigenfunctions for subject WS~normalization
as above!: The left–right asymmetry ratioQ5 f r / f l

50.74'4/5 observed in the first temporal eigenfunc-
tions associated with the first EOF reflects the laryngeal
asymmetry. The main spectral information is already
contained in the first temporal eigenfunctions.
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complex spatio-temporal vibration patterns by many differ-
ent oscillating structures. We extend biphonation, so far ex-
perimentally known to result from the desysnchronized os-
cillation of the entire left and right vocal folds~Mergell
et al., 2000!, to toroidal behavior of two oscillating struc-
tures on single vocal folds. For a clearer distinction, we in-
troduce the term ‘‘LR biphonation’’ for the first case, and the
term ‘‘AP biphonation’’ for the second case to express the
interaction of the first EOF with different AP modes~i.e.,
higher EOFs! that generates biphonation.

We have provided four measures that characterize
spatio-temporal oscillation patterns observed in digital high-
speed recordings: the left–right asymmetryQlr , the
anterior–posterior asymmetryQap, the information entropy
Stot as spatial irregularity, and the number of relevant modes.
Table III summarizes the results for the phonation examples
shown. For normal phonation, bothQlr andQap are equal to
unity, and the entropy and the number of modes are small.
For LR asymmetrical vibration,Qlr is significantly smaller
than unity ~due to the higher fundamental frequency of the
paralyzed vocal fold!. Within measuring accuracyQap is
unity. The spatial irregularity, described byStot , and the

number of modes are significantly larger than for normal
phonation. We conclude, that due to the spatial irregularity
higher modes are excited, which are synchronized within
single vocal folds, but desynchronized between either vocal
fold ~due to the paralysis of the left vocal fold!. For the AP
asymmetrical oscillation,Qap is significantly smaller than
unity, andQlr is unity. The increased entropyStot and the
larger number or relevant mods, compared to recurrent nerve
paralysis, indicate a further increase in spatial irregularity.
We conclude that on either vocal fold higher modes are ex-
cited. These modes can vibrate independently, presumably
due to invisible anterior–posterior inhomogeneities. We sug-
gest that modes on both vocal folds could be synchronized
due to short moments of vocal fold contact and the airstream.
This conclusion deserves further investigation analyzing
more pathological phonation examples showing anterior–
posterior biphonation.

In this paper we describe methods to analyze irregular
spatio-temporal vocal fold oscillations quantitatively. First,
we applied spectral analysis to time series of selected vocal-
fold edge points along the anterior–posterior direction. In
general this method is not appropriate to decompose spatio-
temporal oscillation patterns, as the choice of the time series
is quite arbitrary and the interdependence between different
time series associated with different edge points along the
anterior–posterior direction is lost. However, this approach
can provide first hints to the underlying mechanism of ir-
regular vocal fold oscillations. Nevertheless, for a quantita-
tive and consistent spatio-temporal analysis we used empiri-
cal orthogonal functions to decompose the HGG data into
different modes. This concept incorporates correlations of
different time series and resolves the dynamics of different
spatial modes. The results for the left–right asymmetry and
the anterior–posterior asymmetry with both methods were
consistent. Nevertheless, we could quantify the spatial ir-
regularity by only using empirical orthogonal functions to
decompose the observed spatio-temporal patterns into a hi-

FIG. 18. Normalized magnitude spectra of first five
temporal eigenfunctions for subject MM~normalization
as above!: The left–right asymmetry ratioQ51 of the
first two temporal eigenfunctions indicates laryngeal
left–right symmetry. AP asymmetry is indicated by the
qualitative difference in the spectral content of the first
and the second temporal eigenfunctions. Therefore, the
main spectral information is contained in the first two
EOFs.

TABLE III. Summary of measures quantifying spatio-temporal vocal-fold
vibration patterns for three phonation examples: Phonation patterns are de-
scribed by the left–right asymmetry, anterior–posterior asymmetry, the
overall spatial irregularity, and the number of dynamically relevant EOF
modes. The number of relevant modes is related to the spatial irregularity.
Thus, it could be connected to the minimum number of degrees of freedom
that a prospective biomechanical model for the individual pathology should
provide.

Subject

Left–right
asymmetry

Qlr
~exp!

Anterior–posterior
asymmetry

Qap
~exp!

Spatial
irregularity

Number of
relevant modes

Stot
( l ) Stot

(r ) Left Right

JN 1.0 1.0 0.22 0.23 2 2
WS 0.74 1.0 0.35 0.37 2 3
MM 1.0 0.80 0.76 0.77 4 4
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erarchy of different spatial modes. Of course, this method
works similar to a rough and just qualitative analysis of sub-
sequent high-speed frames done by a observer with less so-
phisticated methods.

We showed data on three subjects with normal phona-
tion, LR biphonation, and AP biphonation. We used the terms
‘‘healthy phonation,’’ ‘‘left recurrent nerve paralysis,’’ and
‘‘functional dysphonia’’ just as labels to discriminate be-
tween the time series. It is beyond the scope of this paper to
discuss the connection of the pathophysiology of the subjects
with the observed phonation patterns. Nevertheless, the pre-
sented analysis method may help to replace the ill-defined
term ‘‘functional’’ by a more detailed diagnosis. In contrast
to cases with clearly visible morphological changes of the
vocal folds, the term functional dysphonia is used for patho-
logical phonation with no apparent structural change in the
larynx ~Kotby et al., 1993; Wittenberget al., 1997!. So until
now ‘‘functional’’ just states the absence of diagnostic meth-
ods to describe the pathology on basis of direct observations.
With this paper we suggest to use the EOF analysis to quan-
tify the dynamics of hoarseness related to dysfunctions of the
laryngeal configuration hidden in the complex vibratory pat-
terns.

As a possible mechanism for the desynchronization of
the first two modes, we suggest that inhomogeneities of the
vocal fold tissue properties like local, hidden morphological
changes in deeper tissue layers could induce and support the
independent vibration of modes. These endoscopically invis-
ible changes in vocal fold tissue properties might decrease
the coupling between anterior and posterior parts of the vocal
folds facilitating biphonation. Here, we use the term inhomo-
geneities to express the deviance~like local morphological
changes! from the normal inhomogeneity occurring along the
anterior–posterior direction together with the different layer
structure.

To a certain extent, the recorded HGG time series are
contaminated with noise originating from different sources.
Examples are finite temporal and spatial sampling accuracy,
and thermal noise of the CCD chip used in the digital cam-
era. Uncertainties of the vocal fold edge detection process
due to blurred recordings and due to mucus or light tissue
structure on the surface of the vocal folds are further noise
sources. We find noisy contributions in the EOF modes, in
their weights, and in their temporal coefficients. Due to
noise, the sequence of weights of higher modes of the EOF
decomposition decrease rather slowly~Landa and Rosen-
blum, 1991; Northet al., 1982!, As we do not model the
generation of noise, we use a simple and robust threshold
criterior to estimate the dynamically relevant modes. Thus,
we can compare the number of relevant modes of different
phonation examples and of previous theoretical work. For a
more sophisticated criterion, more information about mecha-
nisms generating noise in the digital high-speed observations
has to be considered~see Landa and Rosenblum, 1991!. As
the weights of higher modes have negligible values due to
noise, we used only the first 21 weights to calculate Shan-
non’s entropyStot and to plot the weight distribution~Fig.
12! for the sake of comparability.

Using endoscopy and a high-speed setup, several sys-

tematic errors of the recording procedure and the extraction
of time series of vocal fold points have to be taken into
account. For a detailed discussion of blurring due to finite
temporal and spatial resolution, technical problems with ro-
tation, vertical and horizontal relative movement between
glottis and endoscope, and the ambiguity of vocal fold edge
detection due to inferior–superior vibratory mode we refer to
previous work~Wittenberg, 1998; Wittenberget al., 1997!.
Regarding the finite temporal and spatial resolution we must
restrict our analysis to a range given by Shannon’s sampling
theorem. Furthermore, we neglect the influence of higher-
frequency components because they cannot be resolved by
the finite spatial and temporal resolution of the high-speed
camera system. However, since EOF analysis is based on
averaging, random fluctuations are suppressed.

EOF analysis of time series obtained from three-
dimensional biomechanical simulations of normal and cha-
otic vocal-fold oscillations~Berry et al., 1994! show that two
modes are enough to capture the vibration pattern of normal
phonation. In these extensive computer simulations of a
model with 414 degrees of freedom, four dominant EOFs
could still explain even more complex dynamics. We found
similar results analyzingin vivo data. As we analyze HGG
data for the upper vocal fold edge only, the first two modes
found in the biomechanical model~Berry et al., 1994! nearly
correspond to the first EOF of thein vivo data. The major
limitation of in vivo data obtained with our high-speed setup
is, that the time series from the endoscopic view show the
dynamics of mainly the upper vocal fold edge. Therefore, all
modes related to the vertical vocal fold direction cannot be
distinguished.

This work proposes a method for a systematic develop-
ment of appropriate low-dimensional biomechanical models.
These models could incorporate left–right asymmetries and
anterior–posterior inhomogeneities to simulate irregular
spatio-temporal vibration patterns. We could reduce multiple
trajectories of vocal fold edge points to a few principal vi-
brating modes, which could then be used in model simula-
tions. The number of degrees of freedom of appropriate low-
dimensional models should correspond to the number of
principal vibrating modes observedin vivo. Here, for subject
JN the measured dynamics from 21 vocal fold edge points on
each vocal fold can be reduced to the dynamics of two
modes. Similarly, we could compress the observed dynamics
of 49 glottal edge points of subject WS into two or three
modes, respectively. For subject MM, a reduction of the dy-
namics of 39 observed edge points to four principal modes
could be obtained. Thus, models simulating AP mode dy-
namics might be derived in a systematic way from high-
speed observations, where inhomogeneities of the visco-
elastic properties of the vocal folds, e.g., localized
morphological changes, could be incorporated. This hypoth-
esis deserves further investigation.

Our clinical motivation for using EOF analysis was to
measure ‘‘AP modes’’ known from literature and frequently
observed qualitatively in clinical everyday work~Hesset al.,
1994; Tiggeset al., 1999!. The main impact of EOF analysis
is the measurement of the dynamics of spatial modes crucial
for the description of AP modes. Thus, empirical orthogonal
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analysis could reveal endoscopically invisible morphological
and, moreover, functional changes of myoelastic properties
of the vocal folds. Moreover, we could expect that in other
cases also visible modifications such as cicatrices from op-
erations, small polyps, nodules, cysts, or tumors may affect
nodes and antinodes of surface waves in the surface tissue of
the vocal folds. Local stiffening of visible superficial vocal-
fold tissue or local stiffening or atrophy of invisible deeper
mucosal and muscular tissue may also constrain certain
modes of vocal fold vibration. With EOF analysis, aerody-
namical and visco-elastical excitation mechanisms for AP
modes may be examined. The coupling of AP modes and the
sub- and supraglottal tract can be studied as well. Thus, with
EOF analysis a more detailed diagnosis for pathological pho-
nation may be provided using the measures proposed in this
paper. Moreover, EOF analysis may give hints for surgery
and speech therapy. From the viewpoint of nonlinear dynam-
ics, these suggestions merit a closer analysis of models that
exhibit AP modes. Excitation mechanisms and the bifurca-
tion structure of vocal-fold models revealing spatio-temporal
vibration patterns are of clinical importance for the diagnosis
of irregular phonation.

V. CONCLUSION

This paper shows that spatio-temporal glottal contour
patterns obtained from high-speed observation of pathologi-
cal phonation can be decomposed into modes using EOF
analysis. Therefore, laryngeal asymmetries can be quantified.
We have extended previous methods that analyze time series
of single vocal fold edge points~Mergell et al., 2000! to
analyze the complete vocal fold contour, i.e., the entirety of
the upper vocal fold edge points. We also have extended the
technique of multiline kymography, described by Tigges
et al. ~1999!.

We have found a new generation mechanism for the
known phenomenon of biphonation. We have also shown
experimentally that so-called AP modes are excited during
vocal fold oscillations, and we quantify the weights of AP
modes. We have observed that AP modes oscillate indepen-
dently from the basic glottal mode. This behavior leads to
biphonation. Thus, we provide experimental evidence for the
desynchronization of modes previously observed in theoret-
ical models ~Alipour-Haghighi et al., 2000; Berry et al.,
1994; Titzeet al., 1993! and in in vivo experiments, e.g.,
with excised larynges~Berry, 2000!. Thus, our method of
examining high-speed observations of vocal fold vibrations
in vivo compliments previous findings in computer models
and in vitro high-speed studied in the laboratory. We suggest
the use of EOF analysis to systematically develop simple
low-dimensional biomechanical models of vocal folds using
direct, endoscopic high-speed observations of vocal fold os-
cillations in vivo.
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APPENDIX: EMPIRICAL ORTHOGONAL FUNCTION
ANALYSIS

The method of empirical orthogonal~eigen!functions is
used to extract independent spatio-temporal structures from
complex spatio-temporal vibration patterns. It uses correla-
tions between the time series of the vocal fold edge points to
decompose the complex spatio-temporal vibration pattern
into principal modes of vibration~Berry et al., 1994!. In the
literature, the terms ‘‘coherent structures,’’ ‘‘spatio-temporal
structures,’’ ‘‘principal modes,’’ or just ‘‘modes’’ have been
used interchangeably~Aubry et al., 1991; Berryet al., 1994!.
The EOF method is also called principal components analy-
sis, biorthogonal decomposition. Karhunen–Loe´ve expan-
sion, proper orthogonal decomposition, principal factor
analysis, singular-value analysis, and the singular spectrum
analysis~see Berryet al., 1994!. In principle, the idea of
empirical orthogonal function analysis is to find an orthogo-
nal coordinate system in state space for which all data points
are decorrelated.

Here, we are interested in independent spatio-temporal
structures about the rest position of the vocal folds. There-
fore, the excursiondk

(a)(t i) from the glottal midline is di-
vided into a mean and a oscillatory component

dk
~a!~ t i !5dk

~a!~ t i !2d̄k
~a!. ~A1!

Here,k51,...,N indicates the kymogram number,i 51,...,M
is the time index, andaP$ left,right% specifies the side of the
vocal folds. The meand̄k

(a)5^dk
(a)(t i)& t i

represents the dy-
namic equilibrium of each vocal fold, where^•& t i

denotes a
time average. The covariance matrixC(a) measures linear
interdependencies of the fluctuationsdk

(a)(t i) about the dy-
namic equilibrium at different locationsk,l of each vocal
fold

Ckl
~a!5

1

M(
i 51

M

dk
~a!~ t i !d l

~a!~ t i !5^dk
~a!~ t i !d l

~a!~ t i !& t i
, ~A2!

with k,l 51,...,N. The covariance matrix is a real, symmetric,
and positive semidefinite matrix, which can be diagonalized
and has real and nonnegative eigenvalues

C~a!F l
~a!5l l

2~a!F l
~a! . ~A3!

The normalized eigenvectorsF l
(a) , l 51,...,N, corre-

spond to the empirical orthogonal functions~EOF!. Some-
times, they are called ‘‘topos’’ to indicate their topological
meaning~Aubry et al., 1991!. The corresponding eigenval-
uesl l

2(a) carry the weights of the normalized EOFs. They
express the variance of the associated EOF about the dy-
namic equilibrium. The eigenfunctions define a set of or-
thogonal directions in theN-dimensional state space$dk

(a)%,
and the eigenvalues measure the variance of the observed set
of states projected onto their corresponding EOF axis. The
first eigenfunction is the direction in state space, for which
the variance is maximal.
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The total varianceEtot of the centered set of states
$dk

(a)(t i)% is given by the sum of the eigenvaluesl l
2(a) of the

EOFs

Etot
~a!5(

l 51

N

l l
2~a!5^dk

~a!~ t i !dk
~a!~ t i !&k,t i

. ~A4!

l l
2(a) is the variance of one single spatio-temporal struc-

ture about the dynamic equilibrium of the vocal folda, with
aP$ left,right%. As the EOFsF l

(a) establish an orthonormal
system, the oscillatory componentsdk

(a)(t i) can be written as
a linear superposition

dk
~a!~ t i !5(

l 51

N

al
~a!~ t i !F l

~a!~k!. ~A5!

The temporal expansion coefficientsal
(a)(t i) are determined

by the projection of the oscillatory components onto the
eigenfunctions

al
~a!~ t i !5 (

k51

N

dk
~a!~ t i !F l

~a!~k!. ~A6!

Sometimes, the temporal coefficiens are called ‘‘chronos,’’ as
they express the chronological importance of the associated
topos ~Aubry et al., 1991!. They can also be regarded as
temporal eigenfunctions corresponding to their associated
EOFs, that can be thougth of as spatial eigenfunctions. Fi-
nally, the oscillations of the vocal fold edges about their
dynamical equilibrium can be decomposed as

dk
~a!~ t i !5(

l 51

N

l l
~a!C l

~a!~ t i !F l
~a!~k!, ~A7!

with C l
(a)(t i) defined by

al
~a!~ t i !5l l

~a!C l
~a!~ t i !. ~A8!

To characterize different kinds of complex spatio-
temporal patterns for different laryngeal pathologies, we pro-
pose measures that provide overall information about the dis-
tribution of spatio-temporal vibration modes.

The eigenvaluesl l
2(a) contain information about the dis-

tribution of variance in the state space$d l
(a)% in the direction

of the modes. The information entropy~Shannon’s entropy!
measures the degree of disorder of irregular spatio-temporal
glottal contour patterns. It quantifies the shape of the eigen-
value distribution. The relative weights of each EOF

pl
~a!5l l

2~a!/Etot
~a! , ~A9!

can be regarded as a probability distribution for the projec-
tion of an observation onto the directions of the EOFsF l

(a)

in state space$dk
(a)%. Thus, the information entropyStot

(a) is
an overall quantity for the degree of disorder of this distri-
bution

Stot
~a!52(

l 51

N

pl
~a! log pl

~a! . ~A10!

If only a single eigenvalue is nonzero, the information
entropy is zero. Then, a single empirical function is present.
Furthermore,Stot

(a) will be small for a sharply peaked distri-
bution pl

(a) , whereas for a broad distribution,Stot
(a) will be-

come large. In the limit of equidistributed EOFs, where all
eigenvalues become equal, the information entropy reaches it
global maximumSmax5logN.
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A new method for analysis of digital high-speed recordings of vocal-fold vibrations is presented.
The method is based on the extraction of light-intensity time sequences from consecutive images,
which in turn are Fourier transformed. The spectra thus acquired can be displayed in four different
modes, each having its own benefits. When applied to the larynx, the method visualizes oscillations
in the entire laryngeal area, not merely the glottal region. The method was applied to two
laryngoscopic high-speed image sequences. Among these examples, covibrations in the ventricular
folds and in the mucosa covering the arytenoid cartilages were found. In some cases the covibrations
occurred at other frequencies than those of the glottis. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1397321#

PACS numbers: 43.70.Jt@AL #

I. INTRODUCTION

The periodicity of the vocal-fold vibrations is a highly
relevant aspect of voice production, both in normal and in
pathological voices. The periodicity, or lack of periodicity, is
typically described in terms of jitter and/or shimmer, period-
to-period correlation, or by spectral characteristics~see, e.g.,
Titze and Liang, 1993; Hess, 1983!. Analysis of such char-
acteristics is generally applied to acoustic signals recorded
from microphones, but can also be used on signals derived
from physiological events such as EGG or airflow recorded
from flow masks.

Another method for acquisition of physiological data is
direct visual inspection of the vocal folds by means of laryn-
goscopy. This method is often combined with stroboscopy
~see, e.g., Sˇvec, 2000! to visualize the vibrations of the vocal
folds. However, aperiodicities associated with some voice
qualities make stroboscopy inappropriate, since it requires
periodic vibration and a single, measurable fundamental fre-
quency. One way to circumvent this problem is to use high-
speed imaging, a technique that has been used for many de-
cades~see, e.g., Mooreet al., 1962; Dunkeret al., 1964!.
High-speed imaging therefore also offers an informative de-
scription of aperiodic vocal-fold oscillations, since each vi-
bratory cycle is documented in terms of a sequence of sev-
eral images. Recently, digital high-speed imaging of the
larynx has become more commonly used, mainly because of
reduced costs and improved light sensitivity of high-speed
cameras with digital storage~see, e.g., Kiritaniet al., 1988;
Hammarberg, 1995; Kiritani, 1995; Ko¨steret al., 1999; Ey-
sholdet al., 1996!. Moreover, modern cameras can now pro-
duce images of acceptable quality when combined with stan-
dard clinical optical instruments.

A problem associated with video recordings in general,
however, is visual interpretation. In particular, it is some-
times hard to observe which parts of the larynx are vibrating,
at what frequencies, and in what phase relation to other vi-
brations. One solution is to use kymography, which can be
acquired directly from a single-line camera~Švec and
Schutte, 1996! or by extraction from high-speed image se-
quences~Tiggeset al., 1999; Larssonet al., 2000!. Such ky-
mographic images give a good view of the movements of the
vocal folds, periodic or nonperiodic, but only for part of the
image, i.e., the single line. Another method for data extrac-
tion from high-speed images is detection of the edges of the
glottis ~e.g., Larssonet al., 2000!, which can be used for
glottal area and flow calculations. Such methods are mostly
applicable, however, only to the glottis, as they generally
cannot reveal oscillations in other parts of the larynx.

This paper presents a new method to visualize periodic
or quasiperiodic oscillations in the entire laryngeal area. The
basic idea is to extract time signals from consecutive images.
The resulting signals are Fourier transformed and can be dis-
played in different ways, for example in terms of a coloring
of the laryngeal image. The method can be seen as a way of
condensing data from all of the images within an image se-
quence and for all locations within those images into one or
a few more informative images, displaying relevant oscilla-
tory frequencies.

II. MATERIAL

Digital high-speed recordings were made at the depart-
ment of Logopedics and Phoniatrics at Huddinge University
Hospital. The subject was a male with a healthy voice~co-
author P-ÅL!. Laryngoscopy was performed using either a
flexible ~Olympus ENF, P3! or a rigid~70° Hopkins 8706 CJ,
Karl Storz! endoscope. The light source was a Storz 600 with
a halogen lamp. The endoscopes were connected to the cam-

a!Electronic mail: svante.granqvist@speech.kth.se
b!Electronic mail: Per-Ake.Lindestad@logphon.hs.sll.se
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era system via an Olympus AR-L2 C-adapter. The camera
system was a Weinberger Speedcam that was run at a frame
rate of 1904 images per second, memory allowing recording
of 2048 frames, or 1 s, approximately. The image resolution
was 256364 pixels. Images were stored and analyzed digi-
tally. A Hamming window of 270 ms~512 points! was used
for all Fourier transforms.

III. APPLICATIONS

The extraction of the time sequences can be applied ei-
ther to a specific pixel or to a specific line in the image. This
procedure involves three steps. First, the raw intensity data
are extracted, i.e., the level of gray at the pixel in question, or
the average level of gray of the line in question. This extrac-
tion is performed on each image with fixed line or point
coordinates on a set of consecutive images, as illustrated in
Fig. 1. The resulting data points are used to form consecutive
samples in a time signal. Figure 2~left! provides an example.
Second, this time signal is scaled according to the average
amplitude so as to eliminate the effect of different illumina-
tion in different parts of the image, Fig. 2~middle!. Third,
the average of the signal is removed, Fig. 2~right!, since a
large nonzero average component would obscure the lower
part of the spectrum.

The time sequences thus obtained are then Fourier trans-
formed. This results in a spectrum for each pixel or line. The
output of these Fourier transforms contains amplitude and
phase information as a function of frequency. Such Fourier
analyses can be visualized in several ways simultaneously
and preferably in conjunction with kymography and standard
playback of the image sequence. Since there are four to five
parameters involved~x position, y position, frequency, am-

plitude, and possibly phase!, some of them have to be left out
if a two- or three-dimensional graph is chosen. Four alterna-
tive modes seem particularly informative.

A. Single-pixel, all frequencies

In this mode of visualization, a single pixel is selected
with a cursor. The Fourier transform of the light intensity at
that pixel in the selected and consecutive images is displayed
in a two-dimensional graph. The graph is an ordinary line
spectrum display with frequency in Hz on thex axis and
amplitude in dB on they axis. For example, if the pixel or
line is positioned at an oscillating glottis, a peak will appear
in the amplitude spectrum at the glottal vibration frequency.
This is illustrated in Fig. 3 pertaining to a high-pitched pho-
nation. The figure shows a fundamental oscillation frequency
of 210 Hz.F0 analysis of the corresponding sound, recorded
simultaneously, yielded anF0 of 214 Hz.

B. Line average, all y positions, all frequencies

In this mode, the time curve is extracted by averaging
the intensity for each line in the images. This yields a set of
time sequences, one for each line. The sequences are Fourier
transformed and the result is displayed in a three-
dimensional graph with frequency on thex axis, vertical po-
sition on they axis, and amplitude on thez axis, which is
represented as level of gray. Figure 4 exemplifies such a
three-dimensional graph, revealing major oscillation fre-
quencies. At the level of the glottis in the image, shown to
the left in figure, a dark line can be seen at 210 Hz. This line
corresponds to the frequency of vocal-fold vibration; see
above. The vertical line at 100 Hz is an artifact caused by

FIG. 1. Derivation of a single time sequence from an image sequence. The lower graph displays the time-varying intensity at the indicated pixel in the upper
series of images. Alternatively, a similar intensity curve can be derived from the average intensity over an entire line, rather than from a single pixel. For
clarity, every second image in the sequence has been excluded in the figure.

FIG. 2. Normalization of the time sequence, applied to compensate for differences in mean illumination strength and light absorption in different parts of an
image. Left panel: raw signal taken from Fig. 1; middle panel: normalization of the same signal achieved by multiplying each value by a constant; rightpanel:
resulting signal after removal of average. In this figure, the time window is longer than that used in Fig. 1.
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light-source flickering. This was checked by analyzing the
signal from a light sensor exposed to the light source; this
signal contained a 100-Hz component. The flickering was
probably due to the fact that the power supply of the lamp
was not sufficiently stabilized. The averaging over lines as
described above is preferable in cases where oscillatory simi-
larities occur horizontally over the image. If, however, such
similarities occur vertically, the averaging could be done
over columns.

C. Full image, single frequency

In this mode, Fourier transforms are calculated for each
pixel, and a single frequency from the Fourier transforms is
selected. The magnitude of the oscillations at that frequency
is displayed as color saturation on top of a single image
selected from the original sequence. The image is then col-
ored intensely in areas that oscillate at the selected fre-
quency, e.g., in the glottal area. The image in Fig. 5 shows an
example, illustrating the amplitude of the intensity variation
at the frequency of 210 Hz. The oscillating vocal folds are
intensely colored in red, since the light intensity variation in
this area is great. The isolated red spots are artifacts caused
by light reflections in the wet mucosa. The position of such a
glare spot is highly sensitive to a tilting motion of the object,
since this causes the light beam to move. At a given pixel
this yields a great variation of light intensity and thus high
amplitude and intense coloring, even though the motion is
not large. Thus, such glare spots are of minor relevance.

D. Full image, single frequency, including phase
information

A variant of the last method mentioned is to include the
phase information from the Fourier transforms as the hue of
the color. In this display mode, those areas of the image in
which the intensities oscillate in different phase will be col-
ored differently. The images in Fig. 6 illustrate this display
mode for a hyperfunctional breathy phonation as produced
by the same subject at a fundamental frequency of about 130
Hz. It must be noted, however, that this phonatory setting is
not necessarily typical for a hyperfunctional breathy voice. It
can be seen that the vocal folds and the ventricular folds are
differently colored, due to an inverse phase relation in the
intensity fluctuations between these areas. Careful examina-
tion of the high-speed recording confirmed that in this pho-
nation the ventricular folds oscillated at the same frequency
as the vocal folds, but in an opposite phase. Thus, the closed
phase of the glottis was synchronous with the maximum
separation of the ventricular folds. This is further illustrated
by Fig. 7.

IV. DISCUSSION

When using the method presented here, certain aspects
should be kept in mind. The approach in this paper is based
on light-intensity fluctuation. This leads to some problems,
since it introduces a nonlinear transfer function from motion
to intensity. In particular, edges in the image will yield
higher amplitude than flat surfaces, since a motion in a flat

FIG. 3. Fourier transformation~512-point Hamming
window! of the signal shown in the right panel of Fig. 2
yielding a spectrum for the selected point. The funda-
mental at 210 Hz corresponds to the vibration fre-
quency.

FIG. 4. Three-dimensional representation of spectra at lines rather than at single pixels of the image shown in Fig. 3. They axis is identical with the one used
in that image. The vertical bars refer to the oscillation frequencies of light intensity. The bar at 210 Hz corresponds to the vibration frequency of the vocal
folds. The weak bar at 420 Hz reflects the second partial of the nonsinusoidal light oscillation at 210 Hz. The bar near 100 Hz is an artifact reflecting the
flickering frequency of the light source used in this recording.
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surface leads to little intensity variation. On the other hand,
glare spots will receive high amplitude, as they can move
considerably even for a small tilt of the surface. The ampli-
tudes of higher harmonics of the intensity oscillations seem
relatively unimportant. To a large extent they are determined
by the transfer function from motion to intensity, rather than
by higher harmonics in the motion itself. Also, if the struc-
tures oscillate at several frequencies, combination tones can
appear that are not necessarily present in the motion. How-
ever, if these limitations are kept in mind, the images seem
quite useful for finding and displaying oscillatory move-
ments in different parts of the larynx. Even though the
method does not perform frequency analysis of the actual
motion in the larynx, it can still be useful for detecting covi-
brations, e.g., in the ventricular folds or other structures close
to the glottis. These vibrations might appear at the same
frequency as that of the glottis, or at other frequencies.

Analysis of the movements of particular structures in an
image would be advantageous. This, however, would require
identification of such structures within the image. Automatic
identification of components within an image is a compli-
cated task, containing many sources of error. The Fourier
analysis method can reveal oscillatory movements of the lar-
ynx, not obvious from direct inspection or kymography. Rel-
evant information may emerge. For example, structures close
to the larynx may oscillate at frequencies other than that of

the vocal folds. Such oscillations may interfere with the
folds’ normal vibration but are not possible to visualize with
standard stroboscopy. While high-speed imaging reveals
such phenomena, analysis of the actual frequencies at which
the structures oscillate is difficult. The case shown in Fig. 6
is an example of this, where vibrations at about a quarter of
the fundamental frequency can be seen in the mucosa cover-
ing the arytenoid cartilages. The presence of this frequency is
verified by the right kymogram in Fig. 7. Similar oscillations
have been observed by Sˇvec ~2000! who used external exci-
tation to study the resonance properties of the larynx. In this
study, large oscillations in the arytenoid cartilages and ary-
epiglottic folds were found in the range 50 to 75 Hz. The
lower frequency in the present example is probably due to a
different phonatory setting with more relaxed ary-epiglottic
folds. It could be speculated that such an oscillation could
disturb the glottal oscillation, especially near the phonation
threshold. In models of vocal-fold vibration it is mostly as-
sumed that the folds are attached to a rigid wall~see, e.g.,
Flanagan and Landgrat, 1968; Titze, 1973; Liljencrants,
1991; Wonget al., 1991!. If the structures to which the vocal
folds are attached vibrate, such a model would fail to predict
the behavior of the glottis. These types of oscillations are
possible to visualize with kymography, but only at a single
line of the image sequence. With the Fourier analysis
method, the oscillations are visualized for one frequency at a
time, but for the entire image.

The method also seems useful in printed representations
of oscillations, where a moving playback of an image se-
quence is not available. Typically, entire sequences of images
must be presented, image by image. Using the method pre-
sented here, the information contained in such sequences can
be condensed to one or a few figures, particularly if a color
scale is available.

The method presented here was applied to a limited ma-
terial provided by one single subject with a healthy voice.
The method, however, seems promising, as it offers informa-
tion on relevant aspects of phonatory vibrations, which are
difficult to detect by other means. It should be worthwhile to
test the method on a larger material, including different types
of phonation and clinical diagnoses.

FIG. 5. Amplitude of oscillation, represented in terms of color saturation, at
a selected frequency~210 Hz!. The coloring has been superimposed on one
of the frames from the image sequence.

FIG. 6. Representations of intensity oscillations with different phases and covibrations. Phase relations are represented by color hue, and amplitude by color
saturation. Left image: oscillations at 130 Hz. Oscillations in the vocal folds and in the ventricular folds are shown in different colors due to opposite phase
in the intensity variations. Right image: oscillations at 30 Hz. The coloring reveals covibration in the mucosa covering the arytenoid cartilages.
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FIG. 7. Kymograms of the recording in Fig. 6. The left
panel shows a kymogram at the ventricular folds. It can
be seen that the closed phase of the glottis was synchro-
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folds. The right panel shows a kymogram at the level of
the arytenoid cartilages. On the right side of the kymo-
gram, a low-frequency oscillation can be seen, which is
consistent with the findings in the right laryngeal image
in Fig. 6.
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The effects of ingesting ethanol have been shown to be somewhat variable in humans. To date, there
appear to be but few universals. Yet, the question often arises: is it possible to determine if a person
is intoxicated by observing them in some manner? A closely related question is: can speech be used
for this purpose and, if so, can the degree of intoxication be determined? One of the many issues
associated with these questions involves the relationships between a person’s paralinguistic
characteristics and the presence and level of inebriation. To this end, young, healthy speakers of both
sexes were carefully selected and sorted into roughly equal groups of light, moderate, and heavy
drinkers. They were asked to produce four types of utterances during a learning phase, when sober
and at four strictly controlled levels of intoxication~three ascending and one descending!. The
primary motor speech measures employed were speaking fundamental frequency, speech intensity,
speaking rate and nonfluencies. Several statistically significant changes were found for increasing
intoxication; the primary ones included rises inF0, in task duration and for nonfluencies. Minor
gender differences were found but they lacked statistical significance. So did the small differences
among the drinking category subgroups and the subject groupings related to levels of perceived
intoxication. Finally, although it may be concluded that certain changes in speech suprasegmentals
will occur as a function of increasing intoxication, these patterns cannot be viewed as universal
since a few subjects~about 20%! exhibited no~or negative! changes. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1413751#

PACS numbers: 43.70.Gr@AL #

I. INTRODUCTION

Determining the presence, and especially the level, of
intoxication can be a challenging task. Yet, decisions about
this condition must be made frequently by clinicians, family
members, law enforcement personnel, bartenders/servers, the
courts, co-workers/supervisors, and others. As it turns out,
many of them are based only on the observer’s subjective
assessment of the talker’s speech. Yet, these judgments are
made even though relatively little is known about the pro-
cesses involved. For example, note the following questions:
~1! is speech degradationalways associated with intoxica-
tion, ~2! does the severity and/or type of impairment vary
from person to person,~3! do various types of drinking
behaviors—and/or gender—have an influence on the pro-
cess,~4! does severity of speech impairment correlate with
increasing intoxication,~5! are the resultant speech patterns
different for increasing and decreasing involvement,~6! can
the presence of inebriation, and level of severity, always be
detected? In any event, real life judgments about speech-

intoxication relationships usually are made on the basis of
incomplete or even inappropriate information. In turn, prob-
lems often are created and they can be substantial~see below
and Hollien, 1993a, 1993b; NTSB, 1990a, 1990b!.

An appropriate response, of course, would be to test the
cited questions and this project is one of a series designed to
do so ~see also Hollien and Martin, 1996; Hollienet al.,
1998, 1999b, 2000, 2001b!. In this instance, we have focused
our efforts on a number of the suprasegmental patterns found
in the speech of humans and how they may be changed as a
function of serially increasing intoxication.

II. BACKGROUND

Although an extensive review of the relevant issues has
been presented elsewhere~Hollien, 1993a, 1993b; Hollien
and Martin, 1996!, a brief reconsideration would appear use-
ful. First, there is no question but the basic research on hu-
mans who have ingested ethanol is extensive. It is now clear
that the consumption of even moderate amounts of alcohol
can result in both impaired cognitive function~Arbuckle
et al., 1994; Hindmarchet al., 1991; Sasakiet al., 1995; Ste-

a!Author to whom correspondence should be addressed. Electronic mail:
hollien@grove.ufl.edu
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ingasset al., 1994; Wallgren and Barry, 1970! and degraded
sensory-motor performance~Bates, 1989; Connors and
Maisto, 1980; Hill and Toffolon, 1990; Levineet al., 1975!.
Since the speech act represents the output of several high-
level, integrated systems~sensory, cognitive, motor!, it also
appears appropriate to assume that this process also could be
susceptible to the effects of alcohol consumption. Indeed, it
is known that interruptions or insults to any of these systems
can result in speech/language impairment~Netsell, 1983!. On
the other hand, speech contains features which can provide
information about a speaker’s identity~see among others,
Hollien, 1990, 2001a; Ku¨nzel, 1987; Nolan, 1983; Stevens,
1971! and/or the emotional states being experienced~Hicks
and Hollien, 1981; Hollienet al., 1987; Scherer, 1981,
1995!. Thus, it would appear legitimate to suggest that in-
toxication might also be reflected in the voice/speech of the
talker.

Speech–alcohol relationships: As will be seen, only a
modest amount of research on possible intoxication-speech
relationships has been reported and many confusions and
controversies have resulted from these efforts~see below;
also see Chin and Pisoni, 1997 for a reasonably complete
review of the area!.

One of the problem areas involves listeners’ ability to
~aural–perceptually! perceive the presence of intoxication in
others. Most of the studies reported were based on some sort
of ‘‘intoxication–sober’’ scale~examples, Hollien and Mar-
tin, 1996; Klingholzet al., 1988; Pisoni and Martin, 1989;
Sobelleet al., 1972, 1982!. The obtained results, while use-
ful, have not been particularly definitive. Indeed, Klingholz
et al. ~1988! have suggested that sometimes intoxicated
speakers sound sober and sober individuals sound drunk.
Overall, subjects appear to vary substantially but, then, so
did the approaches/methodologies used to study them.
Among the more rigorous of these efforts was one reported
by Pisoni and Martin~1989! who indicate that their listeners
could correctly judge talkers as being intoxicated from 62%
to 74% of the time~depending on the procedure used!. Their
data are quite stable and pretty much agree with ours~Hol-
lien and Martin, 1996; Hollienet al., 1998, 2001a, 2001b!.
Nonetheless, some confusion still exists as to just how accu-
rate auditors can be when judging intoxication from speech.

Research focused on the physical and phonetic proper-
ties of motor speech can be even more confusing. Briefly,
degradations in morphology and/or syntax have been re-
ported or implied~Andrewset al., 1977; Künzel, 1990; Na-
tale et al., 1980! but data are not always consistent across
studies. Nor are those based on the assessment of misarticu-
lations, phoneme substitutions, omissions, distortions, de-
voicing and so on~see also Lester and Skousen, 1974; So-
belle and Sobelle, 1972; Trojan and Kryspin-Exner, 1968!.
However, the pre-eminent focus in this area has been on
paralinguistic and suprasegmental factors~see, for example,
Behneet al., 1991; Cooneyet al., 1998; Hollien and Martin,
1996; Hollienet al., 1999b; Klingholzet al., 1988; Künzel
et al., 1992; Pisoni and Martin, 1989; Sobelleet al., 1982;
Watanabe, 1994!. Prominent among the speech behaviors
studied are~a! speaking fundamental frequency~reportedly
SFF level can be lowered, or raised or not changed; SFF

variability usually is said to be increased!, ~b! speaking rate
~most often said to be slowed!, ~c! the number and length of
pauses~increases are observed sometimes but not always!,
~d! amplitude or intensity levels~sometimes reduced, some-
times not! and nonfluencies or misarticulations~most often
said to be increased!. Thus, the data here are substantial but
the relationships and trends are not consistent.

It is only fair to point out that the investigators who have
studied the motor speech and alcohol consumption relation-
ships have faced rather severe difficulties when attempting to
design and conduct their studies with acceptable precision.
Some of the problems result from~1! employing varying~but
traditional! dosage approaches,~2! using different groups of
subjects in each of the procedures,~3! not rigorously control-
ling intoxication level,~4! not making precise speech mea-
surements,~5! employing very small subject cohorts, and/or
~6! not properly choosing and/or controling their subjects. It
is of little wonder that the obtained data tend to be somewhat
inconsistent across investigations. A reasonable response to
these problems~plus those suggested by Chin and Pisoni,
1997; Hollien and Martin, 1996; and Klingholzet al., 1988!
would appear to be the application of highly controlled pro-
cedures plus some new techniques. The following investiga-
tion will attempt to provide more precise data about the ef-
fects of intoxication on certain suprasegmentals.

III. METHOD

A. Overview

A number of the procedures traditionally utilized in re-
search on intoxication were modified or restructured in order
to meet certain of the reservations cited above. They resulted
in a highly structured study of~1! two relatively large groups
of young adults~both male and female!, ~2! substantial
amounts of controlled speech, and~3! an ethanol dosage pro-
cedure which permitted identification and control of prede-
termined levels of intoxication. The speech behaviors studied
were~1! fundamental frequency,~2! speaking rate,~3! inten-
sity level, and~4! nonfluencies.

B. Subjects

Speakers were 35 young adults—19 males and 16
females—who were selected on the basis of good health,
nonuse of drugs and their drinking habits. They were sorted
into roughly equal groups of light, moderate, and heavy
drinkers~see below!; all were between the ages of 21 and 32
years and exhibited no speech or hearing disorders. Further,
only nonpregnant females were permitted to participate
~urine test!. A control group was originally included. How-
ever, it proved difficult to convince these individuals that
they were being administered alcohol on acontinuingbasis,
a factor which probably was due to the serial nature of eth-
anol administration. That is, in traditional studies, different
subjects populate each group, they are provided a dose of
ethanol and later assessed for intoxication level. In this case,
subjects received repeated doses and assessments. In any
event, the control group had to be abandoned. Moreover,
since subjects’ output was compared to his or her utterances
when sober, each could serve as his/her own control.
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Selection of subjects and classifying them with respect
to their drinking patterns was based on standardized screen-
ing tests~Cahalanet al., 1969; Pokornyet al., 1972! plus a
psychiatric interview. The interview was included in order to
ensure that the data from the original tests were accurate and
to eliminate those individuals who exhibited negative physi-
cal conditions, stress, fatigue and/or adverse psychological
states. Subjects also were required to exhibit a General
American dialect~agreement by three phoneticians!, demon-
strate the ability to perform the required tasks and not have
eaten for 4–6 hours before the experiment was initiated
~Jones and Jonsson, 1994; Millaret al., 1992; Watkins and
Adler, 1993!. These procedures permitted the drinker cat-
egory sort plus eliminated anyone who was a nondrinker, an
alcoholic or problem drinker, or who had consumed any type
of drugs~prescription medications included! which might in-
teract with moderate doses of ethanol.

C. Speech samples

Four types of speech were produced by all subjects; tri-
als were completed twice when they were sober~training
first and, then, baseline! and once at each levels of intoxica-
tion. Research protocols required that they always were pro-
duced in the same sequence; they included~1! a standard
phonemically balanced reading passage~the ‘‘Rainbow Pas-
sage’’ from Fairbanks, 1960!, ~2! sentences drawn from the
Fisher-Logermann Test of Articulatory Competence~Fisher
and Logermann, 1971!, ~3! diadochokinetic gestures
~Fletcher, 1978; Westbury and Dembrovski, 1993! supple-
mented by two additional oral gestures: a! ‘‘shapupie’’ ~Hol-
lien et al., 1999a, 1999b!, ‘‘buttercup’’ ~Kent et al., 1987!,
and ~4! extemporaneous speech in response to~neutral! re-
quests such as ‘‘Tell us about your favorite TV program.’’

All utterances were produced in a quiet laboratory with
two simultaneous recordings made of each speaker. This
‘‘duplicate’’ procedure was adopted in order to avoid losses
due either to equipment failure or procedural disruption re-
sulting from subject behavior. The primary microphone~EV
635A! was placed in a positioner and held a constant dis-
tance 6 in. from the subjects’ mouth~and 4 in. from the

midline!; the backup unit was placed on a headband devel-
oped for such purposes by Hicks and Hollien~1981!. Each
was coupled to its own calibrated, grounded TEAC-300R
analog tape recorder. All recordings used in this research
were made with the primary system.

D. Dosage

While many acceptable procedures exist, most did not
meet the criteria established for this research. Indeed, many
investigators have struggled to resolve the problem but with
varying degrees of success. For example, the ‘‘traditional
dosage procedure’’ has varied substantially—from 0.66 gr/kg
body weight~Nagoshiet al., 1992! all the way up to 0.80
gr/kg body weight~Baueret al., 1992!. Other variations oc-
cur also: double or single loading, targets of intoxication
only, specified dosage with no blood alcohol level~BAL !
determination and so on~Hill and Toffolon, 1990; Zacchia
et al., 1991!. Because of these problems, subjects sometimes
were ‘‘lost’’ due to ‘‘negative reactions’’ or nausea. Our re-
sponse to the problem was a potassium enriched dosage
which contained one-third each of~1! 40% rum or vodka,~2!
Gatorade—the potassium it contains acts as an antagonist to
the inhibiting effects of alcohol~Cantarou and Trumper,
1975!, and~3! a soft drink of either orange juice or caffeine
free cola~Zacchiaet al., 1991!. As can be seen from Fig. 1,
this approach provided a reasonable remedy to the problem
of uneven absorption. Indeed, very few of the subjects expe-
rienced nausea or debilitating discomfort. Finally, the proce-
dure mitigated the presumed male–female difference in as-
cending intoxication.

E. Control of intoxication level

The protocols employed involved serial growth and de-
cay of intoxication~an approach which permitted a better
control of its effects; it also paralleled the normal drinking
process in humans! and the taking of data at specified points
along the resulting ‘‘curve.’’ This sequencing procedure was
not a radical departure from the traditional as others have
recently employed somewhat similar approaches~Bates,

FIG. 1. Curve of subject Ml23’s progress relative to
level of intoxication from the beginning to the comple-
tion of the experimental portion of the run~BrAC read-
ings were not recorded after the trial!. Note that the
speech samples were taken when he was in each of the
windows. The smooth curve is a second-order polyno-
mial.

3200 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Hollien et al.: Effects of ethanol on speech



1989; Streufertet al., 1992!. The selected intoxication levels
or windows included ~1! sober ~a breath-alcohol
concentration—or BrAC—of 0.00!, ~2! BrAC 0.04–0.05
~mild intoxication!, ~3! BrAC 0.08–0.09~legal intoxication
level!, and ~4! BrAC 0.12–0.13 ~severe intoxication!. A
fourth level, BrAC 0.09–0.08, permitted comparison of in-
creasing and decreasing levels of intoxication; however,
these data will not be reported here. All subjects were con-
tinually monitored. Great care was taken to record the actual
and elapsed times~as a function of BrAC level!, plus the
intoxication level~or window! at which each of the speech
samples was recorded. These levels were determined by use
of one or more of four calibrated Alcopro, Inc., AlcoSensor
IV breath analyzers. These units are chemically fueled~elec-
trolytic! devices controlled by a microprocessor; their recov-
ery time is about 2 minutes. To avoid measuring alcohol left
in the oral tissues, subjects were required to rinse their mouth
with tap water at least six times prior to each measurement.
The recording sessions were initiated only after confirmation
that the experimental BrAC window had been reached. It
should be stressed that breath analyzers had to be employed
because it was necessary to determineimmediatelywhen a
subject had reached a specified level of intoxication and
when he/she had left it. Thus, neither blood nor urine assess-
ment could be used, primarily due to unacceptable analysis
latencies and because BrAC is just as precise as are the oth-
ers in assessing intoxication~Dubowski, 1985; Gullberg,
1992; Harding and Field, 1987; Jones, 1993; Lovell, 1972!.

F. Measurement procedure

As stated, the analyzes performed were speaking funda-
mental frequency~SFF!, speaking duration~DUR!, vocal in-
tensity~VI ! and nonfluency assessment~NF!. The procedure
for assessing SFF was to isolate the standard reading passage
plus 30 s of extemporaneous speech and process these seg-
ments by means of our computer-linked fundamental fre-
quency indicator~FFI-12! system~Hollien, 1990!. The re-
sulting data were organized by sex and by drinking patterns.
Reported data included mean SFF~in Hz and st! and stan-
dard deviation~SD!.

The prosody measures~DUR! focused on the period of
time subjects took to orally read the standard passage and
also to complete 15 repetitions each of the three complex
diadochokinetic gestures: pataka, buttercup, shapupie. The
standard passage was digitized by means of the Kay Elem-
etrics CSL speech analysis system~Model 4300B! with the
first and last inhalation removed. While the diadochokinetic
gestures were digitized using the same system, all of the
‘‘breaths’’ were removed before measurement.

Third, reasonably valid measurements of vocal intensity
could be made because each microphone was placed—and
held—in constant relationship to subjects’ lips. Thus, inten-
sity artifacts were kept to a minimum. The Kay Elemetrics
CSL also was used for assessing this parameter. The standard
passage was digitized, all inhalations and pauses removed
and the analysis module used to calculate average vocal in-
tensity.

Fourth, the nonfluencies were systematically measured
by a trained phonologist with extensive checks made by a

phonetician~97% agreement!. Eight different phonemic and
word-choice errors were assessed~see Table I!. Once the
evaluation was complete, the errors were classified according
to type and separated by sex and level of intoxication. Since
no trends were found for the different types of nonfluencies
or for gender, the data here were collapsed into a single
value.

IV. RESULTS

A. Speaking and fundamental frequency

The first of the four characteristics studied was speaking
fundamental frequency~SFF orF0!. Analyses were carried
out for the three classes of drinkers for both the orally read
passage and the extemporaneous speech. The data for the
oral reading can be best understood by consideration of Table
II where they are presented by gender and drinking level. As
can be seen, SFF gradually rises with increasing intoxication
level and it does so for both men and women. However,
while this shift was about double for men~i.e., 1.0 st vs 0.5
st for women; see also Fig. 2!, both proved to be statistically
significant~fixed effects ANOVA! ~men:F512.74;d f 3, 63;
F.0552.68, p,0.01 and women:F55.57; d f 3, 42; F.05
52.76, P,0.01!. The procedure also permitted SFF con-
trasts to be made between all pairs of windows by means of
two-tailed T tests. For the men, all were significant~0.05
level! except the BrAC 0.04 vs 0.08 contrast, whereas the
women exhibited two nonsignificant relationships—i.e., the
BrAC 0.00 to 0.04 and the BrAC 0.08 to 0.12 relationships.
It appears that the source of these nonsignificant contrasts
can be traced back to the BrAC 0.00–0.12 level reversals
discussed later in this paper~men55%; women520%!.
Other SFF relationships are as follows.

Drinking groups: The trends for the three drinking habit
groups~Table II! pretty much parallel each other; note that
there is an overall increase inF0 for all six cohorts. How-
ever, only the shifts for the male light and moderate drinkers
are significant and ‘‘internal’’ reversals~i.e., BrAC 0.00–
0.04! can be seen for the male heavy drinkers and the female
light drinkers. While these reversals are a little difficult to
explain, there is the possibility that they may be related to
the suggested upgrading of certain individuals’ motor speech
at mild intoxication levels~Hollien and Martin, 1996; Hol-
lien et al., 2000; Künzel, 1990!. The two places where the
present trends appear somewhat consistent with this notion
are where the males are contrasted to the females~see again
Fig. 2! and when the light and moderate drinkers of both

TABLE I. The nine criteria used to identify nonfluencies.

Criteria

~1! Additions ~phoneme/word!
~2! Hesitations/pauses
~3! Repetitions
~4! Substitutions: A~phoneme/word!
~5! B ~voicing!
~6! C ~devoicing!
~7! Omissions~phoneme/word!
~8! Distortions
~9! Lengthening
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sexes are compared to the heavy drinkers. Note also~Table
II ! that rise inF0 is only about half the extent for heavy
drinkers than it is for the light/moderate ones. Thus, ex-
tended experience with high levels of intoxicationmay lead
to reduction in the debilitating effects of this compound on
motor speech behavior. Finally, the SFF patterns for the ex-
temporaneous speaking conditions were very similar to those
for oral reading~except that their mean levels were lower in
all cases!. Accordingly, these data are considered redundant
and are not included.

SFF variability: One of the most consistently reported
relationships is thatF0 variability is raised as a function of
increases in intoxication~Johnsonet al., 1990; Klingholz
et al., 1988; Künzelet al., 1992; Pisoniet al., 1985!. As may
be seen from reconsideration of Table II, this relationship
was not supported by the present data. While there is a slight
increase in this parameter, it is a rather weak one and it does
not reach statistical significance.

To summarize, the most strikingF0 relationship appears
to be associated with SFF level and the present data may

serve to stabilize a relationship which so far has shown in-
consistencies. That is, some researchers reported thatF0 in-
creased as a function of rise in intoxication~Behne and Riv-
era, 1990; Ku¨nzelet al., 1992; reports by clinicians who treat
alcoholics! whereas others have suggested that it decreases
~Hollien and Martin, 1996; Johnsonet al., 1990; Klingholz
et al., 1988; Watanabeet al., 1994! and yet others have
found no change at all~Cooneyet al., 1998; Pisoniet al.,
1985; Sobelleet al., 1982!. The present data strongly support
the position that SFF rises with increased intoxication, the
validity here is underscored by the fact that the results were
obtained under carefully controlled experimental conditions
and in a manner that parallels ordinary human drinking pat-
terns. Exceptions to this generally consistent trend will be
considered in a later section.

B. Speaking duration and rate

Data on speaking rate/duration~DUR! were obtained on
the 98-word orally read passage and the three~complex! oral
gestures. The results for the passage are summarized in Table
III. Note that, while the time taken to read the text increased
with inebriation for both sexes, the greatest shift for the
males occurs between the BrAC 0.04 and 0.08 windows

FIG. 2. Speaking fundamental frequency~SFF! shifts in semitones~st! rela-
tive to increasing levels of intoxication calculated with BrAC50.00 as the
common reference point. The measurements for the male subjects~top! are
compared to the ones for the females~bottom!.

TABLE II. Summary table of speaking fundamental frequency levels~oral
reading!a as a function of sobriety and increasing intoxication. Subjects were
19 men and 16 women, who were sorted into light, moderate, and heavy
drinking cohorts. All means, except those for the overall data, are in Hertz
only; shifts and standard deviations are in semitones. Intoxication is as-
sessed by Breath Alcohol Concentration~BrAC!.

Group N

Level of intoxication
~BrAC!

Overall
shift0.00 0.04 0.08 0.12

Men
Light 6

Mean ~Hz! 113.0 113.5 114.6 119.0 0.9
S.D. ~st! 2.6 2.5 2.6 2.9

Moderate 8
Mean ~Hz! 108.9 115.7 116.9 118.0 1.4
S.D. ~st! 2.5 2.9 2.9 2.9

Heavy 5
Mean ~Hz! 115.3 114.8 117.0 119.2 0.6
S.D. ~st! 2.6 2.6 3.0 2.8

All males 19
Mean ~Hz! 112.1 114.5 116.2 118.6
Mean ~stl! 33.3 33.7 34.0 34.3 1.0
S.D. ~st! 2.6 2.7 2.8 2.9

Women
Light 6

Mean ~Hz! 197.7 196.7 200.9 204.3 0.6
S.D. ~st! 2.5 2.5 2.6 2.8

Moderate 5
Mean ~Hz! 200.4 201.8 205.8 206.7 0.5
S.D. ~st! 2.4 2.3 2.4 2.4

Heavy 5
Mean ~Hz! 198.1 200.1 200.6 200.9 0.2
S.D. ~st! 2.5 2.6 2.7 2.7

All females 16
Mean ~Hz! 199.0 199.5 202.0 204.0
Mean ~stl! 43.2 43.3 43.6 43.7 0.5
S.D. ~st! 2.5 2.5 2.6 2.7

aThe Rainbow Passage~Fairbanks, 1960!.

TABLE III. Summary table of the time~DUR! it took subjects to orally read
the standard 98 word passage as a function of sobriety and three levels of
intoxication. All values are in seconds; intoxication level is expressed by
Breath Alcohol Concentration~BrAC!.

Group

Level of intoxication
~BrAC!

Shift
~0.00–0.12!0.00 0.04 0.08 0.12

Men
Mean ~s! 25.3 25.8 26.8 27.6 12.3
S.D. ~s! 2.9 2.5 2.1 2.5

Women
Mean ~s! 25.1 25.5 25.7 27.5 12.4
S.D. ~s! 2.2 2.2 2.4 2.7

3202 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Hollien et al.: Effects of ethanol on speech



whereas the greatest for the females is found between BrAC
0.08 and 0.12. Overall, however, these between-gender dif-
ferences were not statistically significant; nor were those for
subjects when they were sorted on the basis of drinking hab-
its. On the other hand, linear regressions calculated for the
differences in intoxication levels were significant and an in-
creasing overall trend was found~men: F56.74, d f 1,90;
F.0553.84; P,0.01; women: F56.85, d f 1,66; F.05
53.92; P,0.01!. The next step was to investigate the dif-
ferences among the individual windows. Here an ANOVA
was calculated~significant for both sexes! as the basis for
T-tests among all the BrAC levels. While significance was
not usually found for adjacent categories, it was for nearly all
of the contrasts involving two or more levels~see Table IV!.
However, this overall trend also was found to vary somewhat
internally with a few individuals~both men and women! ex-
hibiting at least one reversal. Nevertheless, it can be argued
that, overall, speaking rate is slowed as intoxication level is
increased and this finding is consist with data from virtually
all other reports~see, for example, Behneet al., 1991; Chin
and Pisoni, 1997; Hollienet al., 1998, 1999; Ku¨nzel et al.,
1992; Pisoniet al., 1985!.

The data for the combined diadochokinetic gestures was
not as orderly as those for the reading passage. A summary
of the time taken for the combined diadochokinetic gestures
may be found in Table V. Unexpectedly, the female subjects
took slightly longer to complete the required task than did
the men~see again Table III! and the overall trend for the
combined data is minimal. Indeed, none of the statistical
tests were significant. Accordingly, the three gestures were
analyzed separately, and it was found that most of the cited

problems resulted from the unevenness in the patterns for
‘‘pataka.’’ Moreover, while a general trend for rise in task
time ~as a function of increasing intoxication! was found for
both of the other two, a BrAC 0.00–0.04 reversal was ob-
served for the ‘‘shapupie’’ gesture. While this relationship
provides one of the very few bases for the notion that motor
speech can be enhanced by mild dosages of ethanol~see also
the F0 data in Table II!, it is not possible to support the
postulate by means of these data alone. In sum, diadochoki-
netic gestures do not appear to be as robust predictors of
intoxication level as does connected speech.

C. Vocal intensity

The third of the suprasegmental characteristics studied
was vocal intensity~VI !. Analyses were carried out only
when the subjects orally read the Rainbow Passage. It was
found that, while vocal intensity tended to shift slightly up-
ward with increasing intoxication level, the changes were
rather small, somewhat variable, and a number of reversals
could be noted for both men and women. In short, while
these data agree to some extent with those reported by
Johnsonet al. ~1990!, it must be said that systematically
louder or softer speaking patterns do not appear to correlate
very well at all with increasing intoxication~a finding not
consistent with Sobelleet al., 1982!.

D. Nonfluencies

The fourth assessment involved a possible increase in
observed nonfluencies as a function of serial intoxication; the
summarized data may be found in Table VI. First, it can be
noted that the increases in nonfluencies with rise in intoxica-
tion are orderly and quite robust; all were statistically signifi-
cant ~‘‘overall’’ data F533.11,d f 3,34; F.0552.92!. Also
striking is the observation that the number of nonfluencies
increased systematically for all 35 subjects; there were no
‘‘overall’’ reversals at all and only 14 of them~or ‘‘no
shifts’’! occurred among the 105 adjacent windows contrasts.
Most remarkable of all was the fact that the number of non-
fluencies nearly tripled for the severely intoxicated condition
and that this increase far exceeded those for any of the other
parameters tested.

TABLE IV. T-tests ~2-tailed! evaluating the time taken to read the passage
~DUR!. All intoxication levels for both the male and female subject groups
are included. Intoxication level is in Breath Alcohol Concentration~BrAC!.

Contrasts
~BrAC! Males Females

0.00–0.04 0.415 0.409
0.00–0.08 0.002a 0.220
0.00–0.12 0.001a 0.001a

0.04–0.08 0.022a 0.685
0.04–0.12 0.002a 0.001a

0.08–0.12 0.347 0.004a

aSignificant at 0.05 level.

TABLE V. Summary table of the mean time it took subjects to produce the
three complex diadochokinetic gestures 15 times each. Stimuli were pataka,
shapupie, and buttercup. All values are in seconds; intoxication levels are in
Breath Alcohol Concentration~BrAC!.

Group

Level of intoxication
~BrAC!

Shift
~0.00–0.12!0.00 0.04 0.08 0.12

Men
Mean ~s! 6.3 6.2 6.4 6.6 0.3
S.D. ~s! 0.6 0.6 0.8 0.7

Women
Mean ~s! 6.5 6.5 6.7 6.8 0.3
S.D. ~s! 0.5 0.5 0.6 0.6

TABLE VI. Summary table of the nonfluencies exhibited by the 35 subjects
as a function of increasing intoxication level. Values are the number of
nonfluencies for each oral reading of the standard passage.

Subjects N

Experimental condition
~BrAC!

0.00 0.04 0.08 0.12

Males 19
Mean 3.2 4.7 6.5 8.6
SD 2.0 2.6 3.1 3.4

Females 16
Mean 2.2 3.5 4.7 6.1
SD 1.7 2.2 2.7 3.0

Mean 35 2.7 4.1 5.6 7.4
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The shifts for these three major factors~SFF, DUR, NF!
are plotted in Fig. 3. Note that neither of the~upward!
changes for SFF or rate~while significant! were as great as
10%. Finally, although somewhat more marked, this trend is
in agreement with other reports where either nonfluencies or
misarticulations were assessed in some manner~Künzel
et al., 1992; Lester and Skousen, 1974; Nataleet al., 1980;
Pisoni et al., 1985; Sobelle and Sobelle, 1972; Trojan and
Kryspin-Exner, 1968!.

V. DISCUSSION

One of the problems faced by virtually all of the re-
searchers investigating speech–intoxication relationships is
variability in subject behavior. This lack of uniformity has
been explained as due to lack of precision on the part of the
investigators~Klingholz et al., 1988!, because of markedly
divergent research design~Hollien and Martin, 1996! and so
on. Yet, some variability was found even in the present large-
sample, highly controlled project. Of course, a few speakers
~while normal! exhibited somewhat limited oral skills~per-
haps intensifying the degradations!, most appeared to show
greater speech deficits than expected at low levels of intoxi-
cation but fewer at the higher~Fig. 4!. This figure~Hollien
et al., 1998, 2000, 2001a, 2001b! is based on a number of
perceptual studies which demonstrate the overestimation of
intoxication involvement at low levels and the underestima-

tion at the ~higher! levels where inebriation is physiologi-
cally severe. However, these relationships can only partly
explain our findings. Accordingly, the nature of the observed
variability—and which of the subjects were responsible for
it—was assessed directly. This procedure involved recording
~and clustering! the number of the reversals for each subject
and each parameter—both for the adjacent levels and overall
~i.e., from BrAC 0.00 to 0.13!. The results of this analysis
can be found in Table VII. As may be seen, the reversals are

FIG. 3. Shift trends of the three most robust parameters
when speech is assessed at levels of increasing intoxi-
cation.

FIG. 4. Perceived intoxication level contrasted to physiologically measured
levels from sober to severely intoxicated~BrAC 0.12–0.13!. Data are
summed for 35 talkers and 85 listeners~curve A! and 36 talkers and 52
listeners~curve B!. From Hollienet al., 1998, 2000, 2001b.
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presented in two ways; first the values between any of the
adjacent levels~internal! are contrasted and then the overall
sober-intoxicated data are reported; the lack of a shift was
counted as a reversal. First, it can be noted that the behavior
of the great majority of the subjects was consistent with the
various trends cited above, but nearly all experienced a
reversal—especially an internal one—for SFF or speaking
rate. However, the question remained: are these deviations
scattered among all subjects or are there a few individuals
who account for most of them. Assessment of the subject-by-
subject performances demonstrated that just seven individu-
als ~four males, three females! accounted for nearly half of
the internal reversals and forall of the ‘‘overall’’ ones. In-
deed, once their data were removed, the overall trends stabi-
lized and were found to be much more robust. Thus, it ap-
pears that about one-fifth of any given population cannot be
expected to exhibit the shifts which are predicted by this
research. The reason that this subgroup differs from the main
cohort will constitute the basis for further research.

VI. CONCLUSIONS

The following conclusions are drawn from the data gen-
erated by this project.

~1! It can be expected that most people’s speaking funda-
mental frequency will rise as they become intoxicated.
This parameter is a reasonably robust one and shifts
should occur independent of type of speech.

~2! Speaking fundamental frequency variability may in-
crease, if only slightly. This parameter is not considered
to be a good predictor of the level of advancing intoxi-
cation.

~3! Increased utterance duration can be expected to correlate
with increments in inebriation. Specifically, speaking
rate will be slowed for most individuals and this relation-
ship can be expected to be reasonably robust.

~4! Vocal intensity probably will not changesystematically
with advancing inebriation.

~5! Nonfluencies in speech will rise sharply with increase in
intoxication. This parameter also appears to be the best
predictor of intoxicationlevel.

~6! Systematic differences are not predicted among the
drinking level practices~mild, moderate, heavy! except-
ing, perhaps, that the suprasegmental degradation for
heavy drinkers may be a little muted.

~7! It would be hazardous to apply the relationships found
here toall talkers, primarily because about 20% of them
will not systematically exhibit the cited behaviors.

Finally, an additional contribution made by this project
results from the methodology developed. The use of sequen-
tial or continual increases in ethanol dosage coupled to rig-
orous subject selection, strict control of intoxication and
close tracking of inebriation level should permit reasonably
precise research to be conducted in this area.
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Normal vowels are known to have irregularities in the pitch-to-pitch variation which is quite
important for speech signals to be perceived as natural human sound. Such pitch-to-pitch variation
of vowels is studied in the light of nonlinear dynamics. For the analysis, five normal vowels
recorded from three male and two female subjects are exploited, where the vowel signals are shown
to have normal levels of the pitch-to-pitch variation. First, by the false nearest-neighbor analysis,
nonlinear dynamics of the vowels are shown to be well analyzed by using a relatively
low-dimensional reconstructing dimension of 4<d<7. Then, we further studied nonlinear
dynamics of the vowels by spike-and-wave surrogate analysis. The results imply that there exists
nonlinear dynamical correlation between one pitch-waveform pattern to another in the vowel
signals. On the basis of the analysis results, applicability of the nonlinear prediction technique to
vowel synthesis is discussed. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1413749#

PACS numbers: 43.70.Gr, 43.25.Rq@AL #

I. INTRODUCTION

In the studies of human speech, linear dynamical sys-
tems analysis, such as the power spectrum analysis and the
linear predictive coding~LPC! model, is the most popular
and standard methodology.1–5 This is because acoustical
characteristics of human speech are mainly due to the reso-
nances of the vocal tract, which form the basic spectral struc-
ture of the speech signals.1 In fact, linear dynamical systems
analyses have been widely and successfully applied to
speech analysis and synthesis. One example is the analysis of
vowels which are known to be well characterized by their
power spectral structures, especially by the locations of the
several peak formant frequencies. Despite the successful ap-
plications of the linear systems analysis, human speech,
strictly speaking, is a nonlinear dynamical phenomenon
which involves nonlinear aerodynamic, biomechanical,
physiological, and acoustic factors. In fact, a variety of vocal
fold models are based on nonlinear modeling of the vocal
fold physiology and nonlinear aerodynamics.6–9 In speech
synthesis, the nonlinear physiological models such as the
two-mass model6 and the glottal waveform models10–12 are
used for the excitation signals of LPC vocoders. Nonlinear
dynamical information is also used implicitly in the standard
speech coding schemes. For example, in the code-excited
linear prediction~CELP! scheme,13 a combination of code-
vectors from codebooks is used to model periodic and ape-

riodic impulsive components of the excitation signals of
LPC. These nonlinear techniques imply that some of the im-
portant qualities of speech are inherently characterized by
nonlinear dynamics.

Despite the complicated vocal production mechanism,
which is usually considered to be high-dimensional, the con-
cept of dissipative nonlinear dynamics14 implies a possibility
that the complex vocal phenomena originate from determin-
istic nonlinear dynamics with only a small number of state
variables. From this viewpoint, nonlinear dynamical system
analysis15,16 has been recently carried out for a variety of
vocal phenomena.17–33 For diagnosis of pathological voices,
various nonlinear dynamics such as periodic, quasi-periodic,
and chaotic dynamics have been analyzed17–21 and in non-
stationary infant cries possible bifurcation phenomena lead-
ing to chaos have been studied.22 In fricative consonants cha-
otic dynamics has been discussed23 and in normal phonation
of vowels irregularity in pitch-to-pitch variation has been
investigated in terms of low-dimensional nonlinear
dynamics.24–33

Among these nonlinear speech studies, this article fo-
cuses on the nonlinear dynamics of vowels.24–33 It has been
known that in normal phonation of vowels cyclic changes in
pitch amplitudes and pitch periods are observed.34 By psy-
choacoustic experiments, it has been shown that this pitch-
to-pitch variation is indispensable for speech signals to be
perceived as natural human sound.35–38Since the naturalness
of sound is an important factor for speech synthesis, the ir-a!Electronic mail: tokuda@csse.muroran-it.ac.jp
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regular property of the pitch-to-pitch variation of vowels is
worthwhile investigating.

There have been several studies that considered the ef-
fect of pitch-to-pitch variation on the quality of synthesized
vowels. It has been reported that the buzzerlike quality of the
vowels synthesized by periodic excitation of LPC vocoders
can be improved to some extent, if the standard deviations of
the pitch amplitudes and pitch periods of the LPC excitation
signals are optimized.39–44 It has also been indicated that
frequency characteristics of the sequences of the pitch peri-
ods and pitch amplitudes have strong influence on the voice
quality and optimization of such frequency characteristics
enhances the natural quality of the synthesized vowels.36–38

If the original sequence of the pitch periods and pitch ampli-
tudes obtained from real subjects are available, perceptually
transparent speech can be synthesized by using standard
speech coding schemes such as the code-excited linear pre-
diction ~CELP! scheme13 and the multi-band excitation
~MBE! scheme.45 Such schemes, however, require a huge
database or codebooks of pitch data for every voiced phona-
tion of real speakers. They also provide no insight into the
physiological mechanism that gives rise to the pitch-to-pitch
variation of vowels, since they merely use a database of real
pitch signals.

Compared to the conventional techniques, recently de-
veloped nonlinear prediction models for vowel synthesis are
quite interesting. Townshend24 and Banbrooket al.25 used
local linear function models, Satoet al.26 and Tokudaet al.27

used neural networks, Kubin28 used polynomial function
models, and Mann and McLaughlin29 and Judd30 used radial
basis function models for the vowel synthesis. They reported
that the irregular dynamical property of the pitch-to-pitch
variation that contributes to natural vowel sounds is well
reproduced by the nonlinear prediction models. Such nonlin-
ear prediction models can provide speech synthesis tech-
niquespossiblysimpler than the conventional ones in the
sense that they are based on the function approximation tech-
niques which do not require any huge database of pitch se-
quences. Although the conventional nonlinear prediction
models that need optimization of many free parameters
should be further refined for practical use, it is important to
explore a new approach to vowel synthesis.

The studies of the nonlinear predictions imply that a
dominant portion of the irregularity of vowels is due to low-
dimensional possibly chaotic dynamics, because chaos is the
only dynamics that deterministically gives rise to irregular
behavior in nonlinear systems. In order to examine the plau-
sibility of the nonlinear prediction models of vowels, it is
important to study the irregular property in vowels from the
viewpoint of nonlinear systems, especially deterministic
chaos. In fact, there exist several studies that report chaotic
dynamical properties in normal vowels. By fractal dimen-
sional analysis with reliable dimension estimate technique,32

noninteger fractal dimension lying between 1.0 and 3.0 was
estimated for vowel signals. By the Wayland test,33 determin-
istic nonlinearity was detected for normal vowels. Geometri-
cal structure that resembles a typical chaotic orbit is ob-
served by singular systems analysis of time-delay embedding
of normal vowels.25,27 By Lyapunov spectrum analysis, a

positive Lyapunov exponent27,31or weakly positive but close
to zero Lyapunov exponent25 was computed for normal
vowels.

Despite these intensive studies, it is still difficult to con-
firm chaotic dynamics in normal vowels, because reliable
estimation of nonlinear dynamical quantities from short-term
speech data requires delicate numerical computation.46–48 It
should also be noted, on the other hand, that analysis of
very-long-term data can suffer from nonstationarity. More-
over, we have to be very careful in analyzing and discussing
low-dimensional chaos in real-world systems, since noisy
data can sometimes mimic chaotic behavior.49–51 Rapp
et al.51 demonstrated that the Grassberger–Procaccia algo-
rithm falsely detects low-dimensional chaotic dynamics in
artificial data generated by a simple filtering of a purely ran-
dom number sequence. Since this kind of spurious result
may often take place in laboratory experiments, nonlinear
systems analysis combined with additional techniques such
as surrogate data techniques is recommended.50,51

The present article does not directly prove chaotic dy-
namical properties in vowels. Instead, we investigate
strength of nonlinearity in the irregular dynamics of the
pitch-to-pitch variation of vowels. Our approach is based
upon the method of surrogate data.52–54 The surrogate data
analysis is a kind of statistical hypothesis testing which is
used to detect nonlinear dynamical structure in time series
data observed from an unknown dynamical system. We test a
null-hypothesis that

‘‘There is no nonlinear dynamical correlation between
one pitch waveform pattern to another.’’

According to the null-hypothesis, we generate sets of
spike-and-wave surrogate data and compute nonlinear dy-
namical statistics of the original and surrogate data. By ob-
serving whether there is any significant difference between
estimates of the original and surrogate data, the null-
hypothesis is tested.

To our knowledge, a comprehensive analysis of the
vowel signals based on the above surrogate method has not
been reported. In Refs. 32 and 55, Fourier transformed~FT!
surrogate analysis was carried out for testing nonlinearity in
normal vowels. The FT surrogate analysis that is to test a
linear Gaussianproperty of vowels is not really interesting,
because vowels are in general not considered to be generated
from linear Gaussianprocesses in speech research. Instead,
we examine nonlinear dynamical correlation between the
pitch waveforms of vowels by the spike-and-wave surrogate
analysis. By showing that there exists nonlinear dynamics in
the pitch-to-pitch variation of vowels, we discuss the plausi-
bility of modeling the vowels by nonlinear prediction tech-
niques. Possible application of the nonlinear analysis results
to the physiological modeling of vowels is also discussed.

The present article is organized as follows. In Sec. II,
details of the vowel signals studied in this article are pro-
vided. Pitch-to-pitch variation observed in the vowel signals
is also evaluated. In Sec. III, false nearest-neighbor analysis
is carried out to study how many dimensions are necessary
for nonlinear analysis of the vowels. In Sec. IV, nonlinear
dynamics of the vowels are examined by spike-and-wave
surrogate analysis. The final section is devoted to conclu-
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sions of our experiments and discussions on possible appli-
cation of nonlinear dynamics to speech synthesis.

II. EXPERIMENTAL DATA

A. Speech data

For our analysis, speech signals of five vowels /a/, /i/,
/u/, /e/, and /o/ recorded from five subjects are exploited.
Each vowel is spoken only once by each subject. We analyze
five vowels so that we can consider dependency of nonlinear
dynamical characteristics of vowels on the vocal tract shape.
If the vocal tract shape gives rise to strong constriction at
voiced phonation, we may expect that nonlinearity of the
vocal fold dynamics is weakened by a filtering effect of the
vocal tract. We study this effect for five vowels. The subject
group is composed of three male speakers~mau, mms, mmy!
and five female speakers~fsu, fyn! with no laryngeal pathol-
ogy. The speech data are in the standard ATR~Advanced
Telecommunications Research Institute International! data-
base which is accessible at http://www.ctr.atr.co.jp. The
speech signals are low-pass filtered with a cut-off frequency
of 8 kHz and digitized with a sampling rate of 20 kHz and
with 16-bit resolution. The initial transient phase and the
final decay phase are removed from all data and the almost
stationary part of the data is extracted. As examples, speech

signals denoted by$xtPR:t51,2,...,Ndata% (Ndata52048) are
drawn for two vowels /a/ and /i/~subject: mau! in Figs. 1~a!
and ~b!.

B. Pitch-to-pitch variation

It is well known that cyclic changes in maximal peak
amplitudes and pitch periods are observed in normal vowel
signals.34 Let us evaluate the level of this pitch-to-pitch
variation in our speech data. First, maximum peak ampli-
tudes and pitch periods are successively extracted from each
vowel signal by using the peak-picking and zero-crossing
method.56–60 In our speech data, 15 to 35 pitch periods were
extracted from each vowel signal. We call the sequences of
the maximum peak amplitudes and the pitch periods ampli-
tude sequence~AS! and period sequence~PS!, respectively.
Then, the standard deviation of the AS and PS is computed
for each vowel signal. In order for normalization, the coeffi-
cient of variation~C.V.! is used as a measure for the size of
fluctuations in AS and PS, where C.V. stands for the standard
deviation of a sequence normalized by the mean.61

In Figs. 2~a! and ~b!, histograms of the mean and the
standard deviation of pitch periods computed from our 25
vowel signals are respectively shown. The mean pitch period
ranges from 3.5 to 9 ms and the standard deviation ranges
from 0.06 to 0.48 ms. As is shown in Fig. 2~c!, the C.V. of

FIG. 1. ~a! Speech signal $xt :t
51,2,...,2048% of vowel /a/ ~subject:
mau!. ~b! Speech signal of vowel /i/
~subject: mau!.
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pitch periods ranges from 1% to 5.3% and its mode is lo-
cated around 1.2%. The mode is within the normative range
1.0560.40% which was reported for normal voiced
sounds.62

Figure 2~d! shows a C.V. of maximum peak amplitudes
computed from the 25 vowels. The C.V. of maximum peak
amplitudes ranges from 5% to 29% and its mode is located
around 10.6%. The mode is very close to the normative
range 6.6863.03% which was reported for normal voiced
sounds.62

According to the evaluation of the cyclic changes in
maximal peak amplitudes and pitch periods, we can observe
a normal level of pitch-to-pitch variation in our speech data.
In the following sections, we investigate irregular properties
of this pitch-to-pitch variation from the view point of non-
linear dynamics.

III. MINIMUM EMBEDDING DIMENSION OF VOWELS

In nonlinear dynamical systems analysis,15,16it is in gen-
eral supposed that an observed time series with a single vari-
able is generated by deterministic nonlinear dynamics with a

low-dimensional attractor. The first step for the nonlinear
analysis of a single time series is to reconstruct a qualita-
tively similar dynamical trajectory to the original in a rela-
tively low-dimensional delay-coordinate space as63,64

x~ t !5~xt ,xt2t ,...,xt2~d21!t!, ~1!

whered andt stand for the reconstruction dimension and the
time lag, respectively. Figures 3~a! and~b! show examples of
two vowel signals /a/ and /i/~subject: mau! reconstructed in
the delay-coordinate space. As is discussed in Ref. 27, dy-
namical behavior that resembles a Shil’nikov-type chaos and
a two-dimensional torus are recognized in the three-
dimensional space of Figs. 3~a! and ~b!, respectively.

The result of Saueret al.64 states that when the original
dynamical system that generates time series has a corre-
sponding attractor with a box-counting dimension ofdA , a
topologically equivalent attractor can be prevalently recon-
structed in the delay-coordinate space whend.2dA . Al-
though the mathematical result provides a sufficient topo-
logical condition for avoiding self-crossings of the
trajectories in the delay-coordinate space, the natural ques-

FIG. 2. ~a! Distribution of the mean pitch period computed from 25 vowel signals.~b! Distribution of the standard deviation of pitch periods computed from
25 vowel signals.~c! Distribution of the coefficient of variation of pitch periods computed from 25 vowel signals.~d! Distribution of the coefficient of
variation of maximum peak amplitudes computed from 25 vowels.
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tion is the following:
Given a time series from an unknown dynamical system,

how can the minimum embedding dimension dE be deter-
mined for reconstructing the original dynamics?

In order to determine the minimum embedding dimen-
sion dE , let us analyze the speech data by the false nearest-
neighbor ~FNN! method.65 The FNN method provides a
practical computational algorithm for estimating the mini-
mum embedding dimensiondE of a time series data. Due to
the simplicity of the algorithm and ease of its implementa-
tion, the FNN analysis has been widely applied to various
real-world data.16

The FNN algorithm determines the minimum embed-
ding dimensiondE by focusing on a topological change in
the reconstructed dynamics in delay-coordinate space. Sup-
pose that a time series$xt% is reconstructed in delay-
coordinate space by Eq.~1! with the reconstruction dimen-

sion d. For each data pointx(t), denote itsrth nearest
neighbor byx(t r). Then the square of the Euclidean distance
betweenx(t) andx(t r) is given by

Rd
2~ t,r !5ix~ t !2x~ t r !i25 (

k50

d21

@xt2kt2xtr2kt#
2. ~2!

Let us see a change in the distanceRd when the reconstruc-
tion dimension is increased asd→d11. The addition of the
new (d11)-th coordinate increases the distance between
x(t) andx(t r) by

Rd11
2 ~ t,r !5Rd

2~ t,r !1@xt2dt2xtr2dt#
2. ~3!

If the increase in the distance fromRd(t) to Rd11(t) is sig-
nificantly large as

FRd11
2 ~ t,r !2Rd

2~ t,r !

Rd
2~ t,r ! G1/2

.Rtol ~Rtol : threshold value!,

~4!

thenx(t r) can be considered as a ‘‘false’’ nearest neighbor to
x(t) caused possibly by the self-crossing of orbit in the
d-dimensional reconstruction space. Hence the condition~4!
provides a first criterion for false nearest neighbors.

There is a second criterion for false nearest neighbors.
Since we deal with time series with finite data points, the
trajectory distribution can be sparse in the reconstruction
space and some nearest neighbors tox(t) might not be so
close, i.e.,Rd(t)'RA ~RA : an attractor size!. If such distant
nearest neighbors are ‘‘false’’ nearest neighbors, addition of a
new (d11)-th coordinate may stretch their distances by the
attractor size and will result inRd11(t)'2RA . Hence, for
such distant neighbors, the second criterion for false neigh-
bors is given by

Rd11~ t !

RA
.2, ~5!

where the attractor sizeRA can be computed as

RA
25

1

Ndata2~d21!t (
t511~d21!t

Ndata

ix~ t !2 x̄i2, ~6!

x̄5
1

Ndata2~d21!t (
t511~d21!t

Ndata

x~ t !. ~7!

The ‘‘false’’ nearest neighbor is finally defined as the
nearest neighbor that satisfies either of the first criterion~4!
or the second criterion~5!.

Figures 4~a! and ~b! show results of the FNN analysis
applied to two subject speakers mau and mms, where per-
centages of the false nearest neighbors of two vowels /a/ and
/i/ are drawn simultaneously. The time lag is selected ast53
so that the window length of the delay-coordinatesw5(d
21)t is set to be nearly equal to the first zero-crossing point
of the auto-correlation function when vowel /a/~mau! is re-
constructed in three-dimensional space. The threshold value
is set asRtol510 and the reconstruction dimension is varied
from d51 to d57. In this analysis, ‘‘true’’ or ‘‘false’’ of
only the first nearest neighbor is considered, i.e.,r 51.

FIG. 3. ~a! Reconstructed dynamics of the vowel /a/ of Fig. 1~a! in a three-
dimensional delay-coordinate space (xt ,xt23 ,xt26). As is reported in Ref.
27, Shil’nikov-type dynamical structure can be recognized.~b! Recon-
structed dynamics of the vowel /i/ of Fig. 1~b! in a three-dimensional delay-
coordinate space (xt ,xt210 ,xt220). The dynamics resembles a quasi-
periodic attractor.
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As the reconstruction dimension is increased fromd
51, we see that the percentage of false nearest neighbors is
decreased and becomes almost zero for the reconstruction
dimension higher thand54 for the two vowels. It is dis-
cussed in Ref. 65 that convergence to zero false-nearest-
neighbor cannot be obtained in a noisy random data, since
random data have practically infinite degrees of freedom.
This implies that the speech signal of the two vowels can be
characterized by relatively low-dimensional dynamics asd
<7 and the minimum embedding dimension would bedE

54. For five vowels~/a/, /i/, /u/, /e/, /o/! and for five subjects
~mau, mms, mmy, fsu, fyn!, similar results have been ob-
tained. Hence, the results of the FNN analysis do not seem to
depend upon either the vowels or the subjects.

There are preceding studies of FNN analysis of vowels.
Behrman21 reported that six to eight~sometimes less! recon-
struction dimensions are required for nonlinear analysis of
normal vowels and Judd30 reported that four dimensions are
necessary to unfold the topological structure of a normal
vowel. The present results basically agree with their results.

IV. SURROGATE ANALYSIS

The FNN analysis of the previous section has shown that
characteristic dynamics of the vowels can be reconstructed in
a relatively low-dimensional delay-coordinate space of 4
<d<7. On the basis of the FNN analysis, let us further
examine the nonlinear dynamical structure of the vowels by
the method of surrogate data.52–54

The surrogate data analysis is a kind of statistical hy-
pothesis testing which is to test a null-hypothesisH0 that the
speech signal is generated from a particular class of nonde-
terministic dynamical process. In accordance with the null-
hypothesisH0 , sets of artificial time series, calledsurrogate
data, which preserve some of the statistical properties of the
original speech signal are created by a surrogate algorithm.
Then a discriminating statisticT is computed for the original
and the surrogate data. If the original discriminating statistic
Torigin is significantly different from that of the surrogate
data, the null-hypothesisH0 can be rejected. The surrogate
data have the property of ‘‘constrained realization,’’53 which
is to randomize the original data by strictly preserving some
of the original statistical properties. It is empirically known
that the surrogate analysis is effective for statistical hypoth-
esis testing when anonlinear discriminating statisticT,
whose distribution function is not well known, is utilized.

Among a variety of surrogate data analyses, spike-and-
wave surrogate analysis is carried out in this study. The
spike-and-wave surrogate analysis has been introduced by
Theiler54 for the analysis of epileptic EEG signals. The epi-
leptic EEG signals are characterized by repeated occurrence
of spike-and-wave patterns, where the variation of spike-and-

FIG. 5. Method of creating spike-and-wave surrogate data.~a!, ~b! Divide
the original speech signal into pitch-waveform patterns by cutting the signal
at maximal peak amplitudes.~c! Shuffle the pitch-waveforms and reconnect
them with each other in random order.

FIG. 4. Results of the FNN analysis applied to two subjects,~a! mau and~b!
mms. In each figure, percentages of the false nearest neighbors of two vow-
els /a/~solid line with squares! and /i/ ~dotted line with crosses! are drawn
simultaneously.
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wave patterns had been considered as noisy components of
limit cycle dynamics. By the surrogate analysis that exam-
ines nonlinear dynamical correlation between the spike-and-
wave patterns, nonlinear dynamics that underlies the irregu-
larity of the spike-and-wave patterns was detected in the
epileptic EEG signals. In a similar manner, we study nonlin-
ear dynamical correlation between pitch-waveform patterns
in the vowel signals.

In the spike-and-wave surrogate analysis, we consider
the following null-hypothesis:

H0 : ‘‘There is no nonlinear dynamical correlation from
one pitch-waveform pattern to another.’’

A. Surrogate data

In the surrogate analysis, it is a necessary condition that
the subject data are stationary. Stationarity means that statis-
tical characteristics of time series do not change in time.
Since speech production is inherently a nonstationary dy-
namical process, we have to be careful when applying the
surrogate analysis to speech. Even in a single phonation of a
vowel, it is known that vocal tract configuration slightly
changes in time. In order to apply the surrogate analysis to
stationary parts of the data, relatively short-term vowel sig-
nals ~'100 ms! consisting of about 15 to 35 pitch wave-
forms are extracted.

Of course, there exists a drawback of using such short-
term data for the surrogate analysis. Especially for comput-

ing a discriminating statistic, reliable estimation of the non-
linear dynamical quantity from short-term data is quite a
difficult task.46–48 In this sense, there is a limitation of ana-
lyzing speech signals by the surrogate method which needs
to reliably estimate nonlinear dynamical quantities from
short-term stationary data.

The spike-and-wave surrogate data can be generated as
follows ~see Fig. 5!.

~1! Divide the original speech signal into pitch-waveforms
by cutting the signal at the maximal peak amplitudes.

~2! Shuffle the pitch-waveforms and reconnect them with
each other in random order.

By this surrogate shuffling, both histogram and pitch-
waveform patterns of the original vowel signal are exactly
preserved. For the statistical test, 39 sets of spike-and-wave
surrogate data are created for each vowel. Figures 6~a! and
~b! show spike-and-wave surrogate signals made from the
original speech signals of Figs. 1~a! and~b!, respectively. We
see that the pitch-waveform structures of the original speech
are preserved in the surrogate data.

In Figs. 7~a! and ~b!, the power spectra of the vowel
signals /a/ and /i/~subject: mau! are compared with those of
their surrogate signals. In each figure, the bold line indicates
the power spectrum of the original data, while the dotted
lines indicate the power spectra of 39 sets of surrogate data.
The power spectrum of the original data is covered with

FIG. 6. ~a! Spike-and-wave surrogate
data made from the vowel signal /a/ of
Fig. 1~a!. ~b! Spike-and-wave surro-
gate data made from the vowel signal
/i/ of Fig. 1~b!.
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those of the surrogate data and hence the original data struc-
ture cannot be distinguished from the surrogate data. This
implies that linear dynamical quantities such as the power
spectrum cannot detect a difference between the original
vowel and its spike-and-wave surrogates.

Ifukube et al.35 studied the effect of pitch waveform
fluctuations on the perception of natural vowels. They cre-
ated a surrogate data from a vowel /a/ in a similar manner
with the spike-and-wave method and carried out a listening
test. Their psychoacoustic test reported that the surrogate
data shuffling instantly destroyed natural perception of the
vowel. This implies that the human auditory system is ca-
pable of perceiveing the naturalness of human sound in terms
of the irregular dynamical structure of vowels. Presently,
there is no way to quantify naturalness in terms of the irregu-
lar property of the vowels. If a nonlinear dynamical quantity
can differentiate the original vowel signal from the surrogate
data, such a nonlinear quantity might be a candidate for char-
acterizing the naturalness of the vowels.

B. Wayland translation error

As a discriminating statisticT of the surrogate analysis,
the Wayland translation error66 is exploited.

The Wayland algorithm assumes that a time series$xt% is
generated from a continuous nonlinear dynamical system and
the reconstructed trajectory in the delay-coordinate space
$x(t):t511(d21)t,..,Ndata% is described by a continuous
mappingf :Rd→Rd asx(t11)5 f „x(t)…. Sincef is continu-
ous, ‘‘nearby’’ data points, e.g.,x(t) and x(s), are trans-
formed to nearby states inT-step future,x(t1T) and x(s
1T), in the delay coordinate space. With respect to the as-
sumption of continuity in the reconstructed dynamics, the
Wayland translation erroretrans can be calculated as follows.

For a fixed data pointx(t0), called atranslation center,
find its k-nearest neighborsx(t1),...,x(tk). Then, with re-
spect to atranslation horizon T, the translation vectors$vj

5x(t j1T)2x(t j ): j 50,...,k% are computed. If the neighbor-
ing points x(t1),...,x(tk) are transformed to neighboring
points x(t11T),...,x(tk1T) in T-step future states, the
translation vectors$vj% are expected to point in similar di-
rections. With respect to the diversity of the translation vec-
tors, the translation error is calculated as

etrans5
1

k11 (
j 50

k ivj2 v̄i2

i v̄i2 S v̄5
1

k11 (
j 50

k

vj D . ~8!

Figures 8~a! and ~b! show the translation errors com-
puted for speech signals of vowels /a/ and /i/~subject: mau!
and 39 sets of their surrogates. In each figure, error curves
are drawn for the original speech data~solid line with circles!
and for the surrogate data~solid lines with no circles!. In
order to reduce the statistical error for estimating the trans-
lation error of each time series, 20 sets of 301 translation
centersx(t0) are randomly chosen and the median of each
set of translation errors is calculated. Then the average over
the 20 medians is estimated as the translation erroretrans.
The reconstruction dimension is varied asd52,...,15 and
other parameters are set tot510, k54, andT550.

According to the numerical studies of the Wayland
algorithm,66 Gaussianwhite noise gives rise to a translation
error of etrans'1 independently ofd. Colored noise, on the
other hand, exhibits a translation error which monotonically
decreases to;0.5 with increase ind due to the sustained
autocorrelation.67

In Figs. 8~a! and~b!, the original speech data give rise to
translation error much less than 0.5, namely,etrans!0.5, with
the minimum atd'11 in case of~a! andd'8 in case of~b!.
This implies that the vowel signals are described by neither
Gaussiannoise nor colored noise and that the qualitative
dynamics of the vowel is well reconstructed with the dimen-
sion ofd<11. Moreover, the original data exhibit translation
error curve which is distinctively lower than those of the 39
sets of the spike-and-wave surrogate data. In fact, for all five
vowels ~/a/, /i/, /u/, /e/, /o/! of the five subjects~mau, mms,

FIG. 7. ~a! Power spectra of the original speech signal of Fig. 1~a! ~bold
line!, and its spike-and-wave surrogate signals~dotted line!. ~b! Power spec-
tra of the original speech signal of Fig. 1~b! ~bold line!, and its spike-and-
wave surrogate signals~dotted line!.
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mmy, fsu, fyn!, the translation errors of the original data are
lower than those of the surrogate data. This means that for all
vowel signals the spike-and-wave surrogate hypothesis is re-
jected with a level ofa50.05 ~5 2

40!. This is in general a
strong rejection level for a statistical test and the results are
independent of the vowels and the subjects. Therefore, we
may conclude that there is nonlinear dynamical correlation
between the pitch-waveforms of the vowel signals and such
nonlinear dynamics has been destroyed by the spike-and-
wave shuffling.

In several studies, the pitch-to-pitch variation of vowels
is considered merely as noisy components of limit
cycles.17,20,23 If the pitch-to-pitch variation was generated
from a purely stochastic random noise added to periodic
cycles, statistical characteristics of the vowel signals may not

have been changed by the surrogate shuffling so signifi-
cantly. The present results therefore indicate that the pitch-
to-pitch variation of vowels cannot be simply regarded as
random noise added to limit cycles.

We note that the method of generating the spike-and-
wave surrogate data is based on the extraction of pitch wave-
forms and their reconnection in a randomized order. By this
shuffling, discontinuity can occur at the reconnected points
of the surrogate data. This could have an influence on the
numerical results of the surrogate analysis. In order to avoid
such a problem, an algorithm can be improved by applying,
e.g., a smoothing filter to the reconnection points. We con-
sider, however, that this may not change our main results,
since our results show strong rejection levels for all vowel
signals.

V. CONCLUSIONS AND DISCUSSIONS

The dynamical structure and characteristics of normal
vowels have been investigated by nonlinear systems analy-
sis. By the false nearest-neighbor analysis, the minimum em-
bedding dimension required for nonlinear analysis of vowels
was estimated to bedE54. The analysis also revealed that
the nonlinear dynamics of the vowels is well reconstructed
and analyzed in relatively low-dimensional delay-coordinate
spaces with 4<d<10. Then, nonlinear dynamics of the
vowels were further studied by the spike-and-wave surrogate
analysis which exploits Wayland translation error as the non-
linear discriminating statistic. On the basis of the surrogate
analysis, we have shown a possibility that there exists non-
linear dynamical correlation between one pitch-waveform
pattern to another in the vowel signals.

Let us consider the present results in the light of the LPC
modeling of vowels. In speech synthesis, vowels are usually
synthesized by LPC models excited by impulse trains. In the
sense that the intervals of the spike trains correspond to the
pitch periods of the vowel signals, the present surrogate test
implies that the spike intervals for the LPC model should not
be mutually independent, but they may have nonlinear dy-
namical correlation. In conventional speech coding tech-
niques such as the CELP scheme, the impulse excitation sig-
nals are selected from codebooks of periodic and aperiodic
spike signals. Such schemes are not always efficient in the
sense that they require a huge database of pitch sequences. If
the intervals of the spike trains have a nonlinear dynamical
correlation, such spike trains can be modeled by nonlinear
prediction models. The nonlinear prediction models can pro-
vide speech synthesis techniquespossiblysimpler than the
conventional ones in the sense that they are based on func-
tion approximation techniques which do not require any
pitch database. It is our future work to examine plausibility
of modeling LPC excitation signals by nonlinear prediction
models that reproduce irregular properties of vowels with
natural human sound quality.

We finally note that one of the most important applica-
tions of nonlinear analysis of vowels is to aid the develop-
ment of nonlinear models for voice production, which can
clarify the physiological mechanism that gives rise to the
pitch-to-pitch variation of vowels. It is, however, still diffi-
cult to develop such physiological models from the present

FIG. 8. ~a! The translation error curveetrans(d52,...,15) of the original
vowel /a/ ~subject: mau! ~solid line with circles! and 39 sets of its spike-
and-wave surrogates~solid lines with no circle!. ~b! The translation error
curve of the original vowel /i/~subject: mau! ~solid line with circles! and 39
sets of its spike-and-wave surrogates~solid lines with no circle!.
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study, since the present nonlinear analysis is not directly re-
lated to voice physiological models. There are several works
that attempted to relate nonlinear analysis results to voice
physiological models. For example, Herzelet al. interpreted
nonsynchronous chaotic dynamics of pathological voice in
terms of nonsymmetric vocal fold vibrations.68,69 A similar
approach to interpret the pitch-to-pitch variation of vowels
will be explored in a future study.
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A two-microphone dual delay-line approach for extraction
of a speech sound in the presence of multiple interferersa)
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This paper describes algorithms for signal extraction for use as a front-end of telecommunication
devices, speech recognition systems, as well as hearing aids that operate in noisy environments. The
development was based on some independent, hypothesized theories of the computational
mechanics of biological systems in which directional hearing is enabled mainly by binaural
processing of interaural directional cues. Our system uses two microphones as input devices and a
signal processing method based on the two input channels. The signal processing procedure
comprises two major stages:~i! source localization, and~ii ! cancellation of noise sources based on
knowledge of the locations of all sound sources. The source localization, detailed in our previous
paper@Liu et al., J. Acoust. Soc. Am.108, 1888~2000!#, was based on a well-recognized biological
architecture comprising a dual delay-line and a coincidence detection mechanism. This paper
focuses on description of the noise cancellation stage. We designed a simple subtraction method
which, when strategically employed over the dual delay-line structure in the broadband manner, can
effectively cancel multiple interfering sound sources and consequently enhance the desired signal.
We obtained an 8–10 dB enhancement for the desired speech in the situations of four talkers in the
anechoic acoustic test~or 7–10 dB enhancement in the situations of six talkers in the computer
simulation! when all the sounds were equally intense and temporally aligned. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1419090#

PACS numbers: 43.72.Ar, 43.72.Dv, 43.60.Bf@DOS#

I. INTRODUCTION

Selective hearing is a useful mechanism for extracting
desired signals in complex acoustic environments such as a
cocktail party. This so-called ‘‘cocktail party’’ effect has been
studied psychophysically~Cherry, 1953; Blauert, 1983;
Bregman, 1990; Bronkhorst and Plomp, 1992!. The ability to
hear in complex acoustic environments is largely attributed
to the capacity to discern the spatial origins of sound sources.
The neural circuitry and the underlying mechanisms for
sound localization are fairly well established~Konishi et al.,
1988; Takahashi and Keller, 1994; Yin and Chan, 1990!.
Sound localization involves binaural processing of minute
differences in time, intensity, and spectrum between the two
ears. However, although we know the capacity of the audi-
tory system to selectively attend to sounds originating from
one source and suppress the other sounds in the ambiance,
the underlying mechanisms for doing so are largely un-
known. Therefore, designing an artificially intelligent system
today to achieve selective hearing is still largely based on our
relatively rich knowledge of the physical world~e.g., signal
processing techniques! plus our limited knowledge of the
biological world.

One of the prominent noise suppression concepts is the

EC or equalization-and-cancellation scheme of Durlach
~Durlach, 1960, 1972!. It requires two inputs followed by a
two-stage signal processing:~i! equalization that makes the
noise components identical in both channels; and~ii ! cancel-
lation or subtraction of the noise components in one channel
from those in the other channel. Actually most two-
microphone-based noise cancellation techniques to date~e.g.,
Widrow et al., 1975; Strube, 1981; Chabrieset al., 1982;
Chazanet al., 1988; Weiss, 1987; Petersonet al., 1987! are
essentially variants of the EC scheme and differ primarily in
the procedures by which the filter parameters are adapted.
Thus far, these have rendered satisfactory noise reduction
only for situations in which there are one desired source and
one noise source.

Our noise cancellation technique described herein also
falls in this category. However, it is devised so as to cancel
multiple noise sources more efficiently by capitalizing on the
knowledge of the spatial directions of the sound sources in
the environment. For the purpose of sound localization, we
have designed a system~Liu et al., 2000! based on a broad-
band ‘‘dual delay-line’’ structure and the coincidence detec-
tion principle of Jeffress~1948!. Our noise cancellation tech-
nique also adopts the dual delay-line as the infrastructure.

So far the Jeffress model has been studied and various
modifications have been developed to account for different
psychological observations~see reviews in the book chapters
by Colburn and Durlach, 1978; Colburn, 1996; and Stern and
Trahiotis, 1995, 1997!. It was only recently that the Jeffress
model began to be considered for use in the extraction of

a!Portions of this paper were presented at the Hearing Aid Research & De-
velopment Conference, Bethesda, MD, September 1997.

b!Present address: Motorola Labs, 1141 Opus Place, Downers Grove, IL
60515.

c!Electronic mail: a-feng@uiuc.edu
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speech in noise~e.g., Bodden, 1993; Banks, 1993!. Since the
model maps the acoustic space into a network, one appealing
feature is the potential for detecting the number and the azi-
muths of sound sources present in the auditory space. This
provides the mechanism by which the system can focus on,
and extract the signal from, one desired source direction,
while at the same time suppressing the sounds arising from
the other directions. In his acoustic processor, Bodden~1993,
1996! basically took the Jeffress’ coincidence sound localiza-
tion models, as implemented by Lindemann~1986! and Gaik
~1993!, and added a time-variant Wiener filter for noise can-
cellation after sounds had been localized. However, since it
is impossible to obtain an accurate estimate of the power
density spectra of both the desired and noise signals, the
result will always have residual noise and some cancellation
and distortion of the desired signal.

The work described herein was motivated by the need to
find a general solution for signal extraction in real world
situations where there are multiple~.2! concurrent sound
sources. Our signal extraction technique evolved from a sub-
traction procedure. Note that, interestingly, subtraction is
also employed in the directional hearing mechanism with a
pressure-gradient receiver~Feng and Shofner, 1981!. Theo-
retically, a conventional noise cancellation system using a
two-microphone array performs well when there are two
sources but its performance degrades rapidly as the number
of sources increases. To attack this problem, we developed a
broadband noise cancellation strategy, making the two-
microphone array subtraction approach more effective by
taking advantage of the dual delay-line structure.

In this paper, we first introduce a subtraction method,
which is the core of our noise cancellation technique. The
subtraction procedure is then extended via the broadband
dual delay-line structure for cancellation of multiple sources.
In Sec. II A, we describe the subtraction procedure in the
context of extracting a desired source at a known location in
the presence of one interfering source at an arbitrary loca-
tion. The subtraction operation is mathematically analyzed in

Sec. II B. Section II C gives a beamforming interpretation of
the subtraction method. In Sec. II D, the method is general-
ized to situations in which neither the location of the desired
source nor that of the interference is known. Section III de-
scribes a strategy for extending the method to a system suit-
able for cancellation of multiple interfering sources. Section
IV presents the experimental results and analysis. Discussion
of several practical issues is given in Sec. V.

II. INTRODUCTION TO THE NEW CANCELLATION
SCHEME

A. Cancellation algorithm based on the dual delay-
line structure

In this section we will describe a new noise cancellation
algorithm. It is fundamentally a subtraction operation applied
on the two input signals. The signals are received by two
microphones, which are paired with a fixed inter-microphone
distance. The subtraction is conducted based on the infra-
structure of the dual delay-line network in the frequency do-
main. A block diagram of the basic signal processing system
~System I! is shown in Fig. 1. The two inputs,xLn(t) and
xRn(t), are digitized, their digital versions beingxLn(k) and
xRn(k), respectively. Their spectra,XLn(m) and XRn(m),
m51, . . . ,M , are obtained through discrete Fourier trans-
form ~DFT!. The subscriptsL and R denote left and right
channels, andn the frame index of the short-term Fourier
analysis.

For clarity, we shall focus on the system description for
an arbitrary frequencyvm . For each frequency, the complex
signals from the two channels are fed into a pair of delay-
lines ~Fig. 2!, both of which are composed ofI delay units
with delay valuest i ( i 51, . . . ,I ) given by

t i5
ITDmax

2
sinS i 21

I 21
p2

p

2 D , i 51, . . . ,I , ~1!

FIG. 1. The block diagram of System I for extraction of the desired source, whose location is knowna priori, in the presence of one noise source whose
location is estimated by the system.
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where ITDmax5D/c is the maximum inter-microphone time
difference,D is the inter-microphone distance,c is the speed
of sound, andI is an odd number greater than 1. By using
Eq. ~1!, it can be shown that the time delays are antisymmet-
ric with respect to the midpoint (I 11)/2, i.e.,

t I 2 i 1152t i , i 51, . . . ,~ I 12!/221. ~2!

It is noted that if there is no diffracting object between the
two microphones, the horizontal plane can be uniformly di-
vided into I sectors with the azimuth of each sector being

u i5
p

2
2

i 21

I 21
p, i 51, . . . ,I . ~3!

Therefore, the azimuths can be mapped one-to-one onto the
corresponding positions in the delay line

t i52
ITDmax

2
sin u i , i 51, . . . ,I . ~4!

Note that the resolution of the dual delay-lines representing
the spatial azimuth is determined by the values of the time-
delay unitst i that have a time unit such as millisecond. As
will be described in detail next, the delays are applied to the
left and right input signals at each frequency in the frequency
domain. Thus the dual delay-line works like rotating two
separate phasors in the opposite directions in the complex
plane @Eqs. ~9! and ~10!# until they are in phase, i.e., the
so-called coincidence operation. The step size of the rotation,
exp(2 j vmt i), can be arbitrarily small in the frequency do-
main. Therefore, the azimuthal resolution of the dual delay-
lines is not controlled by the sampling rate. Some other rel-
evant discussions will be given in Sec. II C.

Figure 2 shows that the dual delay-line structure is simi-
lar to that adopted previously for sound localization~Liu

et al., 2000! except that a compensation elementa i(m) has
been added following each delay unit. These elements, which
compensate for differences in the intensity of noise at the
two microphones, are functions of both azimuth and fre-
quency. Appendix A derives the compensation values for the
ideal case of point sources with distance-dependent ampli-
tude decline, in a lossless medium. In practice, however, all
the values ofa i(m) and t i ( i 51, . . . ,I ) are to be adjusted
empirically the same time when the system is being cali-
brated to compensate for asymmetries between the two mi-
crophones. The compensation factors remain fixed so long as
the asymmetries are not changed. This fixed interaural inten-
sity difference~IID ! corresponding to each interaural time
difference ~ITD! mimics that observed in humans~Gaik,
1993!. In the anechoic chamber tests reported below, the val-
ues of ITD unitst i ( i 51, . . . ,I ) were set uniformly while
the values of IIDa i(m) ( i 51, . . . ,I ) were determined em-
pirically.

In this subsection let us suppose the direction of the
desired source is knowna priori and we usei signal5s to
denote the in-phase~coincident! position along the dual
delay-line for the desired signal components. We usei noise

5g to denote the in-phase position for the noise signal com-
ponents. Note that the position index along the dual delay-
line is coincident with the index of the delay units in the left
channel. After equalization, the in-phase desired signal com-
ponents are identical in the left and right channels ati signal

5s, which is assumed to beSn(m)5As exp@ j (vmt1fs)#;
likewise, the in-phase noise signal component is identical in
the left and right channels ati noise5g, which is assumed to
be Gn(m)5Ag exp@ j (vmt1fg)#, wherefs andfg are the
initial phases for signal and noise, respectively. Based on

FIG. 2. The dual delay-line used as
the basic structure in our system.
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these assumptions, the left and right channel input~micro-
phone! signals are, respectively,

XLn~m!5
1

as~m!
Sn~m!exp~ j vmts!

1
1

ag~m!
Gn~m!exp~ j vmtg! ~5!

and

XRn~m!5
1

a I 2s11~m!
Sn~m!exp~ j vmt I 2s11!

1
1

a I 2g11~m!
Gn~m!exp~ j vmt I 2g11!. ~6!

Then, we can find the mathematical representation for the
equalized signalsa i(m)XLn

( i )(m) for the left channel, and
a I 2 i 11(m)XRn

( i ) (m) for the right channel at any arbitrary
point i ~excepti 5s), along the dual delay-line. They are

a i~m!XLn
~ i !~m!5

a i~m!

as~m!
Sn~m!exp@ j vm~ts2t i !#

1
a i~m!

ag~m!
Gn~m!exp@ j vm~tg2t i !# ~7!

and

a I 2 i 11~m!XRn
~ i ! ~m!5

a I 2 i 11~m!

a I 2s11~m!
Sn~m!

3exp@ j vm~t I 2s112t I 2 i 11!#

1
a I 2 i 11~m!

a I 2g11~m!
Gn~m!

3exp@ j vm~t I 2g112t I 2 i 11!#,

~8!

where

XLn
~ i !~m!5XLn~m!exp~2 j vmt i ! ~9!

and

XRn
~ i ! ~m!5XRn~m!exp~2 j vmt I 2 i 11!. ~10!

The subtraction step in the algorithm performs the fol-
lowing operation on each signal pair,a i(m)XLn

( i )(m) and
a I 2 i 11(m)XRn

( i ) (m), for i 51, . . . ,I , at any location along
the delay line except the location wherei 5s:

Xn
~ i !~m!5

a i~m!XLn
~ i !~m!2a I 2 i 11~m!XRn

~ i ! ~m!

@a i~m!/as~m!#exp@ j vm~ts2t i !#2@a I 2 i 11~m!/a I 2s11~m!#exp@ j vm~t I 2s112t I 2 i 11!#
, for iÞs. ~11!

A caveat in using Eq.~11! is that if the value of the denominator is too small, a small positive constante is added to limit the
magnitude ofXn

( i )(m).

B. Physical meaning of the delay-line subtraction operation

To analyze the operation, Eq.~11! can be expressed in the following form via substitution of Eqs.~7! and ~8!:

Xn
~ i !~m!5Sn~m!1Gn~m!ys,g

~ i ! ~m!, iÞs, ~12!

where

ys,g
~ i ! ~m!5

@a i~m!/ag~m!#exp@ j vm~tg2t i !#2@a I 2 i 11~m!/a I 2g11~m!#exp@ j vm~t I 2g112t I 2 i 11!#

@a i~m!/as~m!#exp@ j vm~ts2t i !#2@a I 2 i 11~m!/a I 2s11~m!#exp@ j vm~t I 2s112t I 2 i 11!#
, iÞs. ~13!

Equations~11! and ~13! can be simplified when the antisymmetric relationship in Eq.~2! is used. Thus,

Xn
~ i !~m!5

a i~m!XLn
~ i !~m!2a I 2 i 11~m!XRn

~ i ! ~m!

@a i~m!/as~m!#exp@ j vm~ts2t i !#2@a I 2 i 11~m!/a I 2s11~m!#exp@2 j vm~ts2t i !#
, for iÞs, ~14!

and

ys,g
~ i ! ~m!5

@a i~m!/ag~m!#exp@ j vm~tg2t i !#2@a I 2 i 11~m!/a I 2g11~m!#exp@2 j vm~tg2t i !#

@a i~m!/as~m!#exp@ j vm~ts2t i !#2@a I 2 i 11~m!/a I 2s11~m!#exp@2 j vm~ts2t i !#
, iÞs. ~15!
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When ignoring the compensation factorsa i(m), an interest-
ing observation of the subtraction@Eq. ~11! or ~14!# is that it
computes the difference between each pair of taps at theith
location divided~shifted! by a factor that is determined only
by the difference in time delay between that location and the
location corresponding to the desired signal. Next we will
show that Eq.~11! performed at the locationi in the dual
delay-line corresponding to the noise source will cancel the
noise signal and provide an estimate of the desired signal.
Moreover, the location can be found using an energy quan-
tity.

A signal vector containing all the frequency components
for the preceding N time frames is x( i )5(X1

( i )( 1 ),
X1

( i )( 2 ), . . . ,X1
( i )( M ), X2

( i )( 1 ), . . . ,X2
( i )( M ), . . . ,XN

( i )( 1 ),
. . . ,XN

( i )( M ))T, i 51, . . . ,I , whereT denotes vector trans-
position. The energyE@x( i )# of vectorx( i ) is

E@x~ i !#5ix~ i !i2
25 (

n51

N

(
m51

M

uXn
~ i !~m!u2

5 (
n51

N

(
m51

M

uSn~m!1Gn~m!ys,g
~ i ! ~m!u2,

i 51, . . . ,I , ~16!

where the energy of the signalXn
( i )(m) is

E@Xn
~ i !~m!#5uXn

~ i !~m!u25uSn~m!1Gn~m!ys,g
~ i ! ~m!u2.

~17!

To separate the complex signal into the desired signal and
noise, we define the following vectors in the similar manner

s5~S1~1!,S1~2!, . . . ,S1~M !,S2~1!, . . . ,S2~M !, . . . ,

SN~1!, . . . ,SN~M !)T,

and

g~ i !5~G1~1!ys,g
~ i ! ~1!,G1~2!ys,g

~ i ! ~2!, . . . ,

G1~M !ys,g
~ i ! ~M !,G2~1!ys,g

~ i ! ~1!, . . . ,

G2~M !ys,g
~ i ! ~M !, . . . ,GN~1!ys,g

~ i ! ~1!, . . . ,

GN~M !ys,g
~ i ! ~M !!T,

wherei 51, . . . ,I . The energy ofs andg( i ) are, respectively,

E@s#5isi2
25 (

n51

N

(
m51

M

uSn~m!u2 ~18!

and

E@g~ i !#5ig~ i !i2
25 (

n51

N

(
m51

M

uGn~m!ys,g
~ i ! ~m!u2,

i 51, . . . ,I . ~19!

In general, the desired signal and the noise signal are
independent. Thus, vectorss andg( i ) are orthogonal. Accord-
ing to the Pythogoras Theorem, we would have the following
relationship:

E@x~ i !#5ix~ i !i2
2

5is1g~ i !i2
2

5isi2
21ig~ i !i2

25E@s#1E@g~ i !#, i 51, . . . ,I .

~20!

Becauseig( i )i2
2>0,

E@x~ i !#5ix~ i !i2
2>isi2

25E@s#, i 51, . . . ,I . ~21!

The equality in Eq. ~21! is satisfied, or equivalently
min E@x( i )# occurs, only whenE@g( i )#5ig( i )i2

250, which
happens in either of the following two conditions:

~a! When Gn(m)50, i.e., the noise source is silent. In
this case, there is no need for doing localization of the noise
source and noise cancellation.

~b! When ys,g
( i ) (m)50, Eq. ~15! indicates that this case

corresponds toi 5g5 i noise. Therefore,E@x( i )# has its mini-
mum at i 5g5 i noise and the minimum value, according to
Eq. ~21!, is E@s#. Thus,

E@s#5E@x~ i noise!#5min
i

E@x~ i !#. ~22!

When i 5 i noise, Eq. ~12! provides

S̃n~m!5Xn
~ i noise!~m!

5Sn~m!1Gn~m!ys,g
~ i noise!~m!5Sn~m!. ~23!

In other words, in the presence of one desired source and
one noise source, the subtraction operation@Eq. ~11!# applied
at the locationi 5g(5 i noise) in the dual delay-line structure
can produce an accurate estimate of the desired signal.
Namely,

Xn
~g!~m!5

ag~m!XLn
~g!~m!2a I 2g11~m!XRn

~g!~m!

@ag~m!/as~m!#exp@ j vm~ts2tg!#2@a I 2g11~m!/a I 2s11~m!#exp@ j vm~t I 2s112t I 2g11!#
. ~24!

The above analysis with energy also suggests a simple
method to estimate the locationg5 i noise of the noise source
in the two-source situation where the direction of the desired
source is knowna priori. Specifically, localization of the
noise source can be conducted by finding the locationi noise

along the dual delay-line that produces the minimum value
of E@x( i )# @Eqs.~11!, ~16!, and~22!#. Once the locationi noise

is determined, the azimuth of the noise source is easily de-
termined by using Eq.~3!. The estimated noise locationi noise

can be fed back to the dual delay-line for noise cancellation
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and extraction of the desired signal using Eq.~24!.
In Fig. 1, the blocks labeled ‘‘Integration over Time’’

and ‘‘Integration over Frequency’’ together calculate the en-
ergy E@x( i )# defined in Eq.~16!. The block labeled ‘‘Noise
Source Localization’’ locates the minimum point ofE@x( i )#,
and then supplies this as the estimate ofi noise to the dual
delay-line. Since all the componentsXn

( i )(m), i 51, . . . ,I ,
have been computed at the localization step, now we only
need to pick up the appropriate componentXn

( i noise)(m), i.e.,
S̃n(m); Eq. ~24! does not need to be actually executed in this
case. Note that all the frequency computations so far are
conducted on the first half (m51, . . . ,M1/2) of the whole
bandwidth. The block labeled ‘‘Frequency Synthesis’’ de-
rives the second half (m5M1/211, . . . ,M ) by means of the
symmetry property of the inverse discrete Fourier transform
~IDFT! and then conducts the IDFT to generate the time-
domain signals̃n(k).

C. Beamforming interpretation of the delay-line
subtraction operation

This system can be understood conceptually by an
equivalent beamforming procedure. Equation~11! can be ex-
pressed in the following form:

Xn
~ i !~m!5wLn

~ i !~m!XLn
~ i !~m!1wRn

~ i ! ~m!XRn
~ i ! ~m!, ~25!

wherewLn
( i )(m) andwRn

( i ) (m) are beamforming weights. That
is, for each location along the dual delay-line at each fre-
quency, a specific nulling pattern is generated with the null
pointed toward the direction corresponding to the delay-line
location while the gain in the presumed target direction is
kept unity. Figure 3~a! shows a broadband intelligibility-
weighted beampattern~for definition, see Appendix B! for
selected nulling directions at280°, 260°, 240°, 220°, 20°,
40°, 60°, and 80° azimuth~labeled A through H, respec-
tively! with the desired source at 0° azimuth. It can be seen
that Eq.~11! actually positions a null in the direction of the
noise source while keeping the broadband gain always unity
in the direction of the desired source. Since each nulling
pattern uses only 2 degrees of freedom, i.e.,wLn

( i )(m) and
wRn

( i ) (m), to satisfy the two constraints~directions of null and
unity-gain!, the null patterns are fixed and there is no room
to play optimization on the pattern shape. As will be pre-
sented in Sec. III, this study, by taking advantages of the dual
delay-line network, the estimated source locations, as well as
the broadband characteristics of dialog speech, sought to find
an appropriate strategy@which is a nonlinear one as shown in
Eq. ~27!# to utilize the simple null patterns for target extrac-
tion among multiple interferers.

To extend the discussion on the azimuthal resolution of
the dual delay-lines in Sec. II A, let us look at a distin-
guished feature of Eq.~11!. In the numerator of Eq.~11!, the
signals in the two channels can be phase-shifted by any ar-
bitrary ~small! values in the frequency domain. However, the
denominator eliminates the effect and thus
Xn

( i )(m) contains an intact component of the desired signal
Sn(m). Moreover, at the locationi 5g5 i noise where the
noise component is completely cancelled, only the desired
signal is left in the result. If interpreted as a beamformer, Eq.

~11! operated on the dual delay-line in the frequency domain
enables a null steering precisely in any arbitrary direction
regardless of the sampling rate.

D. Extended application

The method suggested in the preceding subsection for
localization and cancellation of the noise source is valid only
when the direction of the desired source is knowna priori. It
cannot be directly applied in the situations where the direc-
tion of the desired source is also unknown. Therefore, we
designed another system~System II in Fig. 4!. The operation
of this system is divided into two steps: it localizes both the
desired source and noise source, and then selectively extracts
the signal from the desired direction. The localization step
employs an efficient localization method comprising dual
delay-line coincidence detection followed by a nonlinear op-
eration and then temporal and spectral integrations. The
method was described in detail in a previous paper~Liu
et al., 2000! in which it was shown to accurately localize

FIG. 3. ~a! The intelligibility-weighted beampattern created by Eq.~11! for
the cases where the desired source was always at 0° azimuth while the noise
source was at280° ~A!, 260° ~B!, 240° ~C!, 220° ~D!, 20° ~E!, 40° ~F!,
60° ~G!, and 80°~H! azimuth, respectively. The inter-microphone distance
in this example was 144 mm.~b! The null-width of the intelligibility-
weighted beampattern at230 dB as a function of azimuth.
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four talkers in an anechoic room and six talkers in computer
simulation. Thus the localization block in Fig. 4 determines
the in-phase positions,i signal5s and i noise5g, of both the
desired and noise sources along the dual delay-line, which
were then used by the subtraction in Eq.~24! for extracting
the desired signalS̃n(m). That is, except for the separate
source localization step, System II employs the same noise
cancellation method as described in the preceding subsection
@Eq. ~24!#.

In comparison with System I, System II~without the
assumption of direction of the desired source! is functionally
more flexible. For example, in a situation with two talkers,
there is no need to align the dual microphones physically
toward one talker, and either talker can be taken as the de-
sired one. The user can choose between the two sources at
any time by using an electronic switch instead of changing
the pointing direction of the microphones. Actually the mi-
crophones do not necessarily point to either of the sources.

We presented System I in the preceding subsection
mainly for illustrating the mechanism of the dual delay-line
subtraction@Eq. ~11!# and shows its capacity for both noise-
localization and desired-extraction. However, the operation
in System I is computationally expensive because Eq.~11!
must be applied to each tap in the dual delay-line for local-
ization. Moreover, its use is limited to a two-talker~with the
direction of the desired talker knowna priori! situation. In
comparison, the coincidence detection scheme for localiza-
tion employed by System II is simpler in computation. What
is more important is that, as we will show in the next section,
System II can be further extended to situations with multiple
interfering talkers.

Although our localization method worked quite well in a
multiple-source environment, we normally observed rela-
tively larger and more frequent localization errors for the
lateral sources~Liu et al., 2000!. The robustness of the noise
cancellation to localization errors can be roughly estimated
by looking at the null-width of the nulls in Fig. 3~a!. For
example, the null-width evaluated at230 dB is shown in
Fig. 3~b!. It shows that the width is wider when the direction
of the null is farther away from the midline; that is, the noise
cancellation method can tolerate bigger localization errors
for lateral sources. Therefore, the greater localization errors

for lateral sources do not degrade the system performance in
terms of noise cancellation.

III. STRATEGY FOR BROADBAND MULTIPLE-
SOURCE CANCELLATION

The greatest challenge associated with extension of the
noise cancellation method from two-source situations to
multiple-source~.2! situations is that a two-input system in
theory can only effectively cancel the sound fromone inter-
fering source. This is due to the fact that only one null can be
generated in the beampattern when using a two-microphone
array. In the narrow-band situation, an apparent solution is to
adaptively steer the null toward the most intense noise source
at each moment. In the broadband situation, since the input
signal is decomposed into its frequency components, one can
formulate a separate one-null beampattern for each fre-
quency. When there is one noise source as described in the
preceding section, the nulls at all frequencies are steered in
the same direction of the single noise source. However, when
there are more than two sources, each frequency bin can be
treated separately so that its beampattern null is adaptively
steered at each moment toward the noise source that is emit-
ting the most intense energy at that frequency, while main-
taining unity gain toward the desired source. It is actually a
dynamic application of the subtraction operation in Eq.~24!.
This noise cancellation strategy is based on the following
rationale:

~a! Natural speech has many pauses and silent intervals,
both of which usually occupy 60%–65% of the total
time ~Flanagan, 1972, p. 386!. Therefore, when mul-
tiple talkers speak simultaneously, there are always a
number of short temporal gaps present. The number of
overlapping talkers at each moment is usually smaller
than the total number of talkers.

~b! Even when multiple talkers speak at the same moment,
different talkers likely dominate at different frequency
bins at each moment due to the differences in articula-
tion such as voicing and pitch. There are about ten
phonemes per second in conversational speech, more
than 60% of which are low-energy, high-frequency
consonants, and less than 40% of which are high-

FIG. 4. The block diagram of System
II for extraction of one desired source
in the presence of a noise source when
both source locations have to be esti-
mated by the system. See Liuet al.
~2000! for details about the block
‘‘Broadband Localization.’’
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energy, low-frequency vowels~Flanagan, 1972, p. 4!.
In the presence of multiple talkers, the talkers who are
articulating the high-energy vowels are dominant in
both the localization~Liu et al., 2000! and cancellation
@Eq. ~27!# and hence more easily removed. On the
other hand, due to the asymmetry of the filtering re-
sponse of the human ear, the masking effect of low
frequencies on high frequencies is much stronger than
the reverse~Jeffress, 1970, p. 95!. In other words, can-
cellation of a talker at his/her strongest frequency com-
ponents, which are likely the major components of a
vowel, may effectively cancel the masking effect of the
talker.

To obtain the information about location of each source
for the noise cancellation algorithm, the localization algo-
rithm in Liu et al. ~2000! is employed. Suppose there areQ
noise sources with corresponding locations in the dual delay-
line being i noise1,i noise2, . . . ,i noiseQ . By applying Eq.~24!,
we obtain Xn

( i noise1)(m),Xn
( i noise2)(m), . . . ,Xn

( i noiseQ)(m) for
each frequencyvm . If the localization is accurate, they all
should include the component of the desired signal at fre-
quencyvm as well as components from interfering sources
other than the one to be canceled. In order to determine the
particular noise source to be canceled, the energies of
Xn

( i noise1)(m),Xn
( i noise2)(m), . . . ,Xn

( i noiseQ)(m) are calculated

and compared. The minimumXn
( i noise)(m) is taken as output

S̃n(m):

S̃n~m!5Xn
~ i noise!~m!, ~26!

whereXn
( i noise)(m) satisfies the following condition:

uXn
~ i noise!~m!u25min$uXn

~ i noise1!~m!u2,

~27!

uXn
~ i noise2!~m!u2, . . . ,uXn

~ i noiseQ!
~m!u2,uas~m!XLn

~s!~m!u2%.

By referring to the energy analysis in Sec. II B, it is easy to
see that this strategy is logically consistent with Eq.~22!. It
is noted that, in Eq.~27!, we also include the original signal
as(m)XLn

(s)(m) for the following reason. The beampattern de-
signed above sometimes may amplify other less intense
noise sources. When the amount of noise amplification is
larger than the amount of cancellation of the most intense
noise source, it may be better to keep the input signal at that
frequency at that moment unchanged. An extended system
~System III in Fig. 5! was developed using System II~Fig. 4!
as the foundation. In comparison with System II, it identifies
multiple ~.2! source directions and tentatively cancels each
noise source; specifically it cancels the instantaneously most
intense source on a frequency-by-frequency basis@Eq. ~27!#.

The cancellation step relies on the localization step to
provide azimuth information for each source, which is usu-
ally a difficult task especially in the presence of multiple
sources. However, as shown in our previous paper~Liu
et al., 2000!, our localization system can satisfactorily local-
ize four sources in an anechoic room and six sources in
simulation, if not more. In addition, the cancellation step
does not have rigid requirement that all the sources must be
localized accurately. As a matter of fact, our strategy is to
cancel the strongest noise component at each frequency
bin—this is usually emitted from one of those momentarily
relatively intense noise sources, which are easy to localize
compared with other relatively less intense sources.

IV. EXPERIMENT

For the case of two talkers, once the locations of the
talkers are determined, the sound from one talker can be
removed by using System I or System II with essentially no
residual noise while the estimated desired signal is distor-
tionless. This was clearly supported in theory and also pre-

FIG. 5. The block diagram of System
III for extraction of one desired source
in the presence of more than one noise
source when all the source locations
have to be estimated by the system.
See Liuet al. ~2000! for details about
the block ‘‘Broadband Localization.’’
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viously demonstrated by Banks~1993!. In this paper we
present the results of four-talker experiments using the noise
cancellation of System III.

The experiments employed a record-and-play procedure
with four high-fidelity loudspeakers~ADS 200LC! and were
conducted in an anechoic room and in a moderately quiet
conference room with a reverberation time constant of ap-
proximately 400 ms. The speech materials consisted of spon-
daic words spoken by native speakers of American English;
these were recorded in a sound studio at the Beckman Insti-
tute. All the speech recordings were equalized in average
intensity and played through the loudspeakers. The words in
each experimental condition were temporarily aligned, i.e., it
was equivalent to all the talkers starting at the same time.
The inter-microphone distance was 144 mm. All the loud-
speakers were at a fixed equal distance of 1.0 m~unless
otherwise stated! from the midpoint between the two micro-
phones, and all the loudspeakers and microphones were at
the same elevation~;1 m from the floor!. Correspondingly,
the compensation factors in Eq.~11! were determined for
that distance.

The signals were low-pass filtered at 6 kHz and sampled
at a 12.8-kHz rate with 16-bit quantization. In the short-term
spectral analysis, a 20-ms segment of signal was weighted by
a Hamming window, padded with zeros to 2048 points, and
Fourier transformed with frequency resolution of about 6 Hz.

Consecutive frames overlapped by 15 ms. The values of the
time delay unitst i ( i 51, . . . ,I ) were determined such that
the dual delay-line has a uniform azimuthal resolution of
0.5° ~i.e., I 5361).

Two groups of talkers were used in our tests. Each group
consisted of four different talkers speaking different spondaic
words. Five tests were conducted for each group; each test
adopted a different azimuthal arrangement of the sources,
with the separation between adjacent sources ranging 10°–
75°. Figure 6 illustrates one of the configurations. Each test
consisted of four subtests in which each talker was taken in
turn as the desired source with all the other talkers as the
noise sources. The localization of the talkers was conducted
using both the ‘‘direct’’ and ‘‘stencil’’ methods in Liuet al.
~2000!.

The system performance was evaluated using an objec-
tive intelligibility-weighted measure, whose concept was first
proposed by Peterson~1989! and described in detail in Liu
and Sideman~1996!. Specifically, we used intelligibility-
weighted signal cancellation, intelligibility-weighted noise
cancellation, and net intelligibility-weighted gain~see Ap-
pendix B for definition!.

As mentioned above, an array of tests was conducted
with a number of variables such as different talkers, different
spondaic words, different azimuthal arrangements, different
localization methods, and different combinations of the vari-
ables. However, it is not necessary to present all our results
since most of the variables, as they turned out to be, have no
statistically significant effect on the final noise cancellation
performance. Specifically, the experimental results showed
no statistical difference due to talkers and words spoken. It
also showed no significant effect from using the ‘‘direct’’
method versus the ‘‘stencil’’ method for source localization
~Liu et al., 2000!. Therefore, we only present the results
from Group #1 with the location information derived using
the ‘‘stencil’’ method. As mentioned above, it contained five
tests corresponding to five different spatial configurations.
For each test, we present result from only one~arbitrarily
chosen! of the four subtests since the location of the desired
source has no obvious effect on noise cancellation. Table I
shows typical results chosen from the anechoic chamber test

TABLE I. Experiment results attained from the anechoic room using System III. The results shown were derived from five tests~configurations! from Group
#1 including two male speakers~M1 and M2! and two female speakers~F1 and F2!. The spondaic word spoken by each talker is given in italic. The values
in parentheses are cancellation of the desired sources in dB. Configuration test #2 is shown in Fig. 6.

Intelligibility-weighted signal cancellation
~dB! Intelligibility-

weighted noise
cancellation

~dB!

Net intelligibility-
weighted gain

~dB!Test
M1

‘‘armchair’’
M2

‘‘playground’’
F1

‘‘pancake’’
F2

‘‘woodwork’’

#1 275° 0° 20° 75°
8.04 ~0.15! 4.98 3.07 9.25 9.09

#2 30° 245° 60° 210°
8.34 4.71 4.12 ~0.67! 8.38 7.71

#3 10° 280° 250° 45°
~0.55! 6.90 5.57 3.83 8.56 8.00

#4 230° 15° 5° 260°
10.53 2.07 ~1.14! 6.35 8.27 7.13

#5 225° 25° 270° 80°
8.09 ~0.34! 5.82 4.46 8.78 8.44

FIG. 6. Top view of the spatial configuration of one of our experimental
setups. This experimental setup corresponds to test configuration #2 in
Tables I and II.
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while Table II the results from the conference room test. In
the tables, the numbers in parentheses represent the degree of
cancellation in dB of the desired source~which should ide-
ally be 0 dB! and the other numbers represent the degree of
noise cancellation for each noise source. Because we had
separate recordings of speech signals from each talker, we
applied the same processing both on the complex signal and
synchronously on each signal corresponding to each talker as
well. As such, we were able to tell the effect of processing on
each signal involved. The next to the last column in the
tables show the degree of cancellation for all the noise
sources lumped together, while the last column gives the net
intelligibility-weighted improvement~which considers both
noise cancellation and loss in the desired signal!. Our results
from the anechoic room show that, in the intelligibility-
weighted measure, the cancellation strategy was able to can-
cel each noise source by 3–11 dB, while the degradation in
the desired source was very small~mostly smaller than 0.5
dB!. The total noise cancellation was between 8 and 10 dB.
For the conference room, the cancellation was roughly 2 dB
less, indicating that the room reverberation degraded the sys-
tem performance somewhat. In spite of the drop in system
performance the system still produced a sizable gain in
speech intelligibility.

In order to get an insight into the effect of the signal
processing on each talker, we choose one subtest example
~anechoic room; desired source: F1 at 60°; noise sources: M1
at 30°, M2 at245°, and F2 at210°!. We display the signal
waveform of each talker as well as the complex signal of all
the four talkers, before@Fig. 7~A!# and after@Fig. 7~B!# the
signal processing. Comparison of the two panels shows a
great attenuation of the interfering talkers~M1, M2, and F2!
while the desired signal~F1! is essentially not attenuated and
the distortion of the desired talker is unperceivable. A
moment-by-moment comparison shows that the momentarily
strongest noise source was always reduced, indicating that
the system adapted rapidly. The last trace in Fig. 7~B! is the
system output, which turned out to be cleaner and closer to
the desired speech@F1 in Fig. 7~A!# than the noisy unproc-
essed signal@the last trace in Fig. 7~A!#.

In an informal listening experiment with normal hearing

listeners, we found the unprocessed signal to be impossible
to understand, even when the spatial cues were retained. Af-
ter the processing, however, the extracted speech from a de-
sired source was easily understandable.

Limited by our experimental facility, we only conducted
on-site acoustic tests for four-talker situations. However, our
computer simulation results for six-talker situations were
quite similar. To avoid redundancy, we omit presentation of
the details. Basically, we obtained a 7–10 dB enhancement
in the intelligibility-weighted signal-to-noise ratio when
there were six equally loud, temporally aligned speech
sounds originating from six different sources.

V. DISCUSSION

There are three key differences between the algorithm
proposed in this paper and conventional adaptive beamform-
ers such as the Frost and Griffiths-Jim beamformers~Van
Veen and Buckley, 1988!, namely, ~i! direct frequency-
domain null steering,~ii ! explicit source localization, and
~iii ! implicit utilization of dialogue characteristics. The
frequency-domain null-steering algorithm described herein
does rapid, independent steering of the beampattern at each
frequency. Independent steering allows rapid steering of the
single null at each frequency to the dominant interferer at
that time and frequency. It provides a maximum potential to
cancel intense components emitted from multiple interferers
with only two inputs available. What distinguishes this
method from other methods is that this independent steering
can be implemented with no time delay when it is provided
with instant localization information. When processing sig-
nals with strong, rapidly varying time-frequency structure
such as speech, the net effect is to allow significant cancel-
lation of severalsimultaneousinterferers by exploiting dif-
ferences in their instantaneous time-frequency structures. In
contrast, slowly adapting time-domain algorithms such as the
Frost ~Frost, 1972! and Griffiths-Jim ~Griffiths and Jim,
1982! beamformers are unable to track the nonstationary
structure rapidly enough to achieve significant cancellation
of more than a single interferer. This claim is clearly dem-

TABLE II. Same as Table I except that the recordings were made in a moderately quiet conference room with a 400 ms reverberation time@RT was derived
using Schroeder’s method; see J. Acoust. Soc. Am.37, 409–412~1965!#.

Intelligibility-weighted signal cancellation
~dB! Intelligibility-

weighted noise
cancellation

~dB!

Net intelligibility-
weighted gain

~dB!Test
M1

‘‘armchair’’
M2

‘‘playground’’
F1

‘‘pancake’’
F2

‘‘woodwork’’

#1 275° 0° 20° 75°
4.82 ~0.55! 4.07 2.06 6.73 6.18

#2 30° 245° 60° 210°
6.27 4.18 3.09 ~0.58! 7.26 6.69

#3 10° 280° 250° 45°
~1.12! 3.85 2.91 2.71 5.75 4.63

#4 230° 15° 5° 260°
6.29 ~0.85! 0.91 3.61 6.16 5.25

#5 225° 25° 270° 80°
5.70 ~0.69! 4.28 2.92 6.97 6.29
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onstrated in the results of comparison experiment presented
in Yang et al. ~2000! using complete sentences under a vari-
ety of signal-to-noise conditions.

The performance of this algorithm is comparable to the
conventional beamformers for the case of a single interferer,
but markedly better for cases involving more than one inter-
ferer. The comparisons conducted in Zhenget al. ~2001!
were made in computer simulation where up to four interfer-
ers were used at four different SNR settings~26, 23, 0,13
dB!. In the presence of two or more interferers, the present
method provided 6–7 dB of SNR gains, while the Frost
beamformer and the Griffiths-Jim beamformer had SNR
gains in the 2–5 dB range.

The second difference between the conventional beam-
formers and the proposed method is that the latter explicitly
identifies the spatial directions of the target and interferers
via a nonlinear, cross-frequency localization procedure~Liu
et al., 2000! and exploits this information to optimally steer
the null pattern in each frequency bin. The localization is
conducted on a frame-by-frame basis and the results are used
immediately by the cancellation on the same frame. There-
fore, as mentioned above, the adaptation time is virtually
zero. This feature is especially important when processing
signals with rapidly varying time-frequency structure such as
speech. Explicit source localization also offers several other
potential advantages, including the ability to steer toward a
spatially moving target, better and more robust estimation of

signal and interference locations from which to optimize the
beam patterns, and the ability~not explored here! to perform
additional useful tasks such as auditory scene characteriza-
tion. The results in Zhenget al. ~2001! suggest that these
characteristics may indeed be advantageous in many situa-
tions ~with different number of interferers, different spatial
configurations, and different SNRs!, particularly when the
interferers are in close azimuthal proximity to the target.

The third, and most unique, difference is that our
method takes full advantage of the characteristics and mask-
ing effect of human dialogue as detailed in Sec. III. That
strategy makes it possible to utilize a limited resource~two
inputs only! to obtain maximum speech intelligibility en-
hancement benefits such as effective cancellation of multiple
interfering sources.

The improvement in signal quality reported in Tables I
and II is encouraging but preliminary. The algorithm’s per-
formance in anechoic conditions~8–10 dB cancellation! is
sufficient to justify further research, while the performance
in the conference room~2 dB less cancellation! raises the
question as to whether, when used in a real-time environ-
ment, the quality of the cancellation will degrade so as to no
longer be useful. Practical computational limitations re-
stricted the work reported here, although improvements have
allowed off-line analysis over a wider range of materials
~Zheng et al., 2001!. A related frequency domain beam-
former ~Lockwood et al., 1999! has been implemented in

FIG. 7. The signal waveform of each talker as well as the complex signal of all the four talkers before~A! and after~B! the signal processing. See Fig. 6 for
the test configuration.
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real-time ~Elledge, 2000! with highly satisfying subjective
sound improvement and quality~Larsenet al., 2001!. A real-
time version of the present algorithm is in the process of
implementation; it should permit subjective evaluations to
determine whether the technique is viable for hearing aid and
other applications.

One practical issue is that when the source to micro-
phone distance is very short~e.g., 2 m orless!, it is important
to compensate for left–right differences in channel intensity;
indeed preliminary tests indicated degradation of about 1 dB
in the total net gain without compensation. However, for
larger source-microphone distances~e.g.,.2 m!, the differ-
ence with and without compensation was insignificant.

VI. SUMMARY AND CONCLUSION

In this paper, we have presented the technique and ex-
perimental results that illustrate the performance of signal
processing systems designed for effective extraction of a de-
sired signal in the presence of multiple competing talkers.
The signal processing technique is based on dual delay-line
structure, a well-known biological network for binaural hear-
ing. The entire system consists of two steps: localization of
all sources and extraction of the desired source. Our anechoic
chamber tests showed an 8–10 dB of speech enhancement in
the presence of four equally loud, temporally aligned talkers;
our computer simulation showed a 7–10 dB of speech en-
hancement in the presence of six equally loud, temporally
aligned talkers. The system can localize all the sources
present and allow the user to selectively extract any one of
them, hence it is more flexible than assuming that the desired
source is always straight ahead. It can be applied in many
applications such as radar, sonar, communications, and ro-
bots.

It is noted that in the present study we focused on sepa-
rating out a particular talker from all the other competing
talkers, i.e., selective hearing. It is technically straightfor-
ward to convert the present system to a simulator that can
capture the source to which the gaze of the listener is di-
rected at any time instant. It is also possible to simply use
multiple noise-cancellation components following the local-
ization so as to extract each of the sources within the envi-
ronment, i.e., to achieve separation of multiple signals.

The dual delay-line structure implies that the computa-
tion is highly parallel. That, and the repeated use of the Fou-

rier transform, made it practical to implement the algorithm
by means of VLSI for a fast, miniature device.

Our future work includes evaluation using formal tests
in normal listening rooms with human subjects with real-
time versions of the algorithm. We will also extend our al-
gorithms to compensate for reverberant environments.
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APPENDIX A: CALCULATION OF THE AMPLITUDE
FACTORS

In this appendix we illustrate the calculation of the am-
plification factorsa i(m), which are used to compensate for
differences in the amplitudes of signals arriving at the two
microphones. In this example we model the sound source as
a simple point source, ignore the absorption of energy by the
media, and assume the amplitude variation is solely depen-
dent on the differences in the distance from source to the
microphones. In this case, the amplitude compensation is
independent of frequency.

The amplitude of the received sound pressureupu varies
with the source–receiver distancer:

upu}
1

r
~A1!

or

upLu

upRu
5

r R

r L

, ~A2!

whereupLu and upRu are the amplitude of sound pressures at
the two microphones~Kinsler et al., 1982, p. 168!. Accord-
ing to the geometry in Fig. 8, the distances from the source

FIG. 8. Top view of the geometry of the source-
microphone distance.
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to the left and right microphonesr L andr R are, respectively,

r L5A~ l sin u i1D/2!21~ l cosu i !
2

5Al 21 lD sin u i1D2/4 ~A3!

and

r R5A~ l sin u i2D/2!21~ l cosu i !
2

5Al 22 lD sin u i1D2/4. ~A4!

For a pair of taps in the dual delay-line in Fig. 2, in order
to equalize the signals at the tap outputs, the compensation
factors a i(m) and a I 2 i 11(m) must satisfy the following
condition:

upLua i~m!5upRua I 2 i 11~m!. ~A5!

Substituting Eq.~A2! into Eq. ~A5!, the above condition be-
comes

r L

r R

5
a i~m!

a I 2 i 11~m!
. ~A6!

We define the value ofa i(m) to be equal to

a i~m!5KAl 21 lD sin u i1D2/4, ~A7!

whereK has unit of inverse length and is chosen for a con-
venient amplitude level. Applying the definition in Eq.~A7!,
the value ofa I 2 i 11(m) will be

a I 2 i 11~m!5KAl 21 lD sin u I 2 i 111D2/4

5KAl 22 lD sin u i1D2/4, ~A8!

where the relationship sinu I 2 i 1152sin u i can be obtained
by substitutingI 2 i 11 into i in Eq. ~3!. By substituting Eqs.
~A7! and ~A8! into Eq. ~A6!, one can verify that the values
assigned toa i(m) in Eq. ~A7! satisfy the condition in Eq.
~A6!.

APPENDIX B: DEFINITION OF THE INTELLIGIBILITY-
WEIGHTED MEASURE

For any signals, the intelligibility-weighted measure
G(s) is calculated by~Link and Buckley, 1993!

G~s!5E
BW

WAI~ f !20 log10 rms1/3~ uS~ f !u!d f , ~B1!

where

WAI~ f !5
1/@11~ f /1925!2#

*BW1/@11~ f /1925!2#d f
, ~B2!

rms1/3~ uS~ f !u!5F *221/6f
21/6f uS~ f 8!u2d f8

~21/62221/6! f
G 1/2

~B3!

and BW denotes the frequency range. The system improve-
ment in the intelligibility-weighted measure for the target
signalT and interferenceI are, respectively,

DG~T!5G~To!2G~Ti ! ~B4!

and

DG~ I !5G~ I i !2G~ I o!, ~B5!

where the subscriptsi and o denote the input and output,
respectively. The overall~or net! intelligibility-weighted
gain,GI , is the sum of the two measures, thus

GI5DG~T!1DG~ I !. ~B6!

In our experiment, since we had separate recordings of
the target and noise signals, i.e.,Ti and I i ~the latter might
include more than one interfering talker!, we were able to
apply the same processing framewise on either of them and
obtain the resultsTo and I o , respectively. The framewise
processing@Eq. ~11!#, however, was determined based on the
target and noise signals mixed together as would be encoun-
tered in the real situation. It is noted that the spectrumS( f )
was computed based on the full-length signal, which in our
case was a whole spondaic word. We used the full long-term
spectrum, as opposed to a frame-by-frame spectrum, for two
reasons:~1! It was consistent with the way the intelligibility-
weighted measure was applied in other papers published in
the area such that our results could be compared directly
with earlier results;~2! Since our system has virtually no
adaptation time~i.e., it almost always is successful in local-
izing the strongest interference within a few milliseconds!,
there is no advantage to computing with the short-term spec-
tra.

Since the intelligibility-weighted measure was con-
structed as an estimate of the subjective improvement based
on the objective calculation, it deliberately emphasized the
low frequency domain according to the ‘‘critical-band’’
theory. However, because the low frequency domain is al-
ways the hardest to clean with the approaches using multi-
microphone arrays of limited size, the intelligibility-
weighted measure usually has a smaller value~;1 dB
difference in our experiment! than the non-weighting coun-
terpart, i.e., SNR. Nonetheless, this effect does not change
the overall picture of the performance; especially the com-
parison of our system with others, as given in the paper,
remains valid.

Similarly, if we denote the array beampattern asE( f ,u),
where f is frequency andu is the incident direction, the
intelligibility-weighted beampattern,Ē(u), is defined by
~Liu and Sideman, 1996!

Ē~u!5E
BW

WAI~ f !E~ f ,u!d f . ~B7!
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Improvements in intelligibility of noisy reverberant speech
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This article reports on the performance of an adaptive subband noise cancellation scheme, which
performs binaural preprocessing of speech signals for a hearing-aid application. The
multi-microphone subband adaptive~MMSBA! signal processing scheme uses the least mean
squares~LMS! algorithm in frequency-limited subbands. The use of subbands enables a diverse
processing mechanism to be employed, splitting the two-channel wide-band signal into smaller
frequency-limited subbands, which can be processed according to their individual signal
characteristics. The frequency delimiting used a linear- or cochlear-spaced subband distribution. The
effect of the processing scheme on speech intelligibility was assessed in a trial involving 15
hearing-impaired volunteers with moderate sensorineural hearing loss. The acoustic material
consisted of speech and speech-shaped noise signals, generated using simulated and real-room
acoustic environments, at signal-to-noise ratios~SNRs! in the range26 to 13 dB. The results show
that the MMSBA scheme delivered average speech intelligibility improvements of 11.5%, with a
maximum of 37.25%, in noisy reverberant conditions. There was no significant reduction in mean
speech intelligibility due to processing, in any of the test conditions. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1413750#

PACS numbers: 43.72.Ew, 43.71.Ky, 43.66.Ts@SPB#

I. INTRODUCTION

It is common for persons suffering from sensorineural
hearing loss to experience considerable difficulty under-
standing speech in the presence of medium to high rever-
beration or background noise, particularly from competing
speakers. The difficulties occur at SNRs around and below 6
dB, which cause few problems for normal-hearing listeners.
Subjects with sensorineural hearing loss may require 5 to 15
dB greater SNR~Plomp, 1986!, and aided subjects may ex-
hibit a SRT~speech reception threshold; 50% correct recog-
nition level! around 8 dB worse~Soedeet al., 1993! than
normal-hearing subjects. This article reports on a test of the
following experimental hypothesis: multi-microphone sub-
band adaptive signal processing can improve speech intelli-
gibility for listeners with sensorineural hearing loss operating
in noisy reverberant conditions. The control condition is a
linear hearing-aid response prescribed by the NAL fitting
procedure of Byrne and Dillon~1986!.

It is a criticism of much research into the enhancement
of speech signals corrupted with noise and/or reverberation
that emphasis is placed on measuring improvement of SNR
or speech transmission index, rather than the quantitative im-
provement in terms of speech intelligibility~Ludvigsen
et al., 1993; Saunders and Kates, 1997!. There are notable
exceptions such as Soedeet al. ~1993!, Hoffman et al.
~1994!, and smaller scale experiments by Kompis and Dillier
~1994! and Vanden Berghe and Wouters~1998!. The experi-
mental conditions used and results obtained by these re-

searchers are summarized in Table I, and a brief description
of their work, and relevant others, follows for comparison
with the work reported in this article.

Allen et al. ~1977! tested a two-microphone signal-
processing scheme that removed room reverberation from
speech. The scheme operates in frequency-limited subbands
using a ‘‘cophase and add’’ process that removes any delay
that may exist between the two input signals in a given sub-
band. The reconstructed wideband speech was reported to
have reduced reverberation.

Schwander and Levitt~1987! and Weiss~1987! used
wideband processing adaptive noise cancellation~ANC!
schemes with one omnidirectional and one directional micro-
phone. Weiss identified four of the main factors limiting per-
formance of an adaptive noise canceller:

~1! the presence of noise at the primary input of the system
that is not correlated with the noise at the reference input

~2! the presence of wanted speech in the reference system
input

~3! the length of the adaptive filter, and
~4! filter adaptation time.

As a means of addressing factor 2 above, Greenberg and
Zurek ~1992! investigated a two-microphone Griffiths–Jim
beamforming approach for a hearing-aid application. The
scheme split the frequency range into a high- and a low-
frequency band for processing. The results demonstrated a
20 to 25 dB SNR improvement in an anechoic environment,
dropping to a few dB improvement in a moderately reverber-
ant room.a!Electronic mail: d.r.campbell@paisley.ac.uk
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Soedeet al. ~1993! used a five-microphone array of end-
fire or broadside configuration in a ‘‘delay and sum’’ beam-
forming approach. The diffuse speech-shaped masking noise
field was generated using eight loudspeakers in a sound-
insulated room. The intelligibility testing was performed us-
ing 30 normal-hearing, and 45 hearing-impaired subjects us-
ing sentences presented in Dutch. The results from testing
showed an improvement in SRT of 7 dB~standard deviation
1.9 dB! and 6.8 dB~standard deviation 2.1 dB!, respectively,
for the broadside and endfire configurations.

Hoffman et al. ~1994! used three- and seven-
microphone adaptive array configurations. The microphones
were forward facing and evenly spaced between the listeners
ears. Ten normal-hearing subjects were tested using eleven
spondaic English words. Reverberation was included by
means of computer simulation, with multi-talker babble as
the masking source at an angle of 45 degrees to the forward-
facing microphone array axis. The results showed SNR im-
provements ranging from 3.1 dB in ‘‘conference room’’ re-
verberation to 22.7 dB in anechoic conditions, with a
corresponding improvement of 3.6 to 26.1 dB in SRT.

Kompis and Dillier~1994! used a combination of adap-
tive processing with two directional microphones situated
above the ears. The experiments used a room with reverbera-

tion timeT6050.4 s and a single speech-shaped noise source
at 45 degrees to the sagittal plane. Nine normal-hearing and
six hearing-impaired subjects were tested using a German
minimal pair test. Results showed an improvement in intel-
ligibility of approximately 25% for normal-hearing and 18%
for hearing-impaired listeners, with standard deviations vary-
ing from 3.1% to 13.4%.

Vanden Berghe and Wouters~1998! examined a real-
time adaptive noise cancellation~ANC! scheme using a two-
microphone endfire system in a test room with a reverbera-
tion time of T6050.45 s. The speech source was either open
set words or sentences, with a competing source of speech-
shaped noise at 90 degrees. Two normal-hearing and three
hearing-impaired subjects were tested, showing a 5.6-dB
~standard deviation 1.0 dB! improvement in SRT for sen-
tence speech material.

Shields and Campbell~1998! used the MMSBA~two-
microphone! processing scheme described within this article.
SNR improvements of up to 31dB in simulation and 6dB
from real-room (T6050.3 s) recordings were reported using
speech corrupted with speech-shaped noise. The increase in
SNR was accompanied by a significant mean improvement
in intelligibility of 17.6% ~across all reverberation times! for

TABLE I. Summary of quoted speech intelligibility enhancement experiments.

Researchers

Soedeet al. Hoffman et al.
Kompis and

Dillier

Vanden
Berghe

and Wouters
Shields and
Campbell

No. of
normal hearing
test subjects

30 10 9 2 10

No. of
hearing-impaired
test subjects

45 None 6 3 None

Test material Dutch
sentences

English
words

German
words

English
words/
sentences

English
sentences

Reverberation
T60 time ~s!

0.2 0
‘‘living
room’’
‘‘conference
room’’

0.4 0.45 0, 0.35, 1.8
~simulated!
0.3 ~real-
room!

Noise type Speech
shaped

Cafeteria
babble

Speech
shaped

Speech
shaped

Speech
shaped

Noise orientation Diffuse
~8 speakers!

45 degrees
off axis

45 degrees
off axis

90 degrees
off axis

135
degrees
off axis

Initial SNR ~dB! Not stated 26 215 to 25 Not stated 211 to 24
SNR
improvement
~dB!

1.4 to 22.7 Not Stated Not
measured

6 to 30

SRT
improvement
~dB!

7 2.2–26.1 Not Stated 4.6~words!
5.6
~sentences!

Not
measured

Normal-hearing
intelligibility
improvement~%!

Not
measured

Not
measured

Approx. 25 Not
measured

17.6
~average
across all
T60!

Hearing-impaired
intelligibility
improvement~%!

Not
measured

Not
measured

Approx. 18 Not
measured

Not
measured

3233J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 P. W. Shields and D. R. Campbell: Intelligibility improvements using a BSBANC



ten normal-hearing subjects tested under simulated and real-
room conditions using 80 sentences presented in English.
Unlike the scheme reported by Allenet al.MMSBA process-
ing is aimed at reducingboth reverberation and noise using
an adaptive noise cancellation scheme. The schemes of
Schwander and Levitt, and Weiss used one omnidirectional
and one directional microphone in an attempt to compensate
for factors 1 and 2 above, whereas MMSBA uses two omni-
directional microphones. In the form reported here it uses
two inputs like that of Greenberg and Zurek, but not in the
Griffiths–Jim beamforming configuration, although it can
utilize that arrangement~Shields and Campbell, 1999!. Simi-
lar to Allen et al. it divides the wideband input signals into a
number of subbands but with frequency limits determined by
a linear or cochlear distribution formula. Additionally, differ-
ent processing schemes are used within the subbands depen-
dent on the correlation between the noise components in
these bands.

Since it would be unrealistic for a hearing aid applica-
tion, the MMSBA processing scheme does not use the clas-
sical ANC configuration where a reference microphone is
placed to estimate the noise component. Instead, when the
noise correlation between the primary and reference inputs is
high, the MMSBA scheme requires a voice activity detector
~VAD ! to restrict adaption to the ‘‘noise only’’ periods. In
acoustic scenarios where the noise correlation is low and the
speech correlation high, the wanted speech can be enhanced
if it exhibits high correlation between the two channels.

Addressing factors 3 and 4 above, the use of multiple
bands allows reduced-order filters in each band~Toner and
Campbell, 1993! compared with wideband approaches. This
significantly reduces the adaptation time and misadjustment
noise of the ANC, and offers the possibility of significant
parallelism in processing.

II. METHOD

A. Room acoustics and equipment orientation

Simulated room acoustics were used in an attempt to
create a realistic, but easily controllable reverberant scenario
in which persons suffering from sensorineural hearing loss
would experience difficulty with speech intelligibility. The
simulated room~63534 m3! of Fig. 1 contained a speech

source at a distance of 0.5 m directly in front~0 degrees
azimuth! of the input microphones~omnidirectional and
placed at opposite points of a spherical simulated head of
diameter 18 cm!, and a masking source of speech-shaped
noise at 135 degrees azimuth, at a distance of 4 m.

The acoustics were created by computer simulation of a
rectangular room using a program based on the ‘‘image
method’’ ~Allen and Berkley, 1979! with the temporal im-
provements provided by Peterson~1986!, and inclusion of
head-related transfer functions as used by Cullinget al.
~1994!. This provided acoustic transfer functions in the form
of FIR filters, which modeled the impulse responses between
a sound source~speech or noise! and the microphone posi-
tions, within an empty rectangular room, including the dif-
fraction and attenuation effects of the simulated head. The
simulation did not take into consideration the pinna or ear
canal transfer functions; it also includes an assumption that
the absorption or reflection coefficients of each surface are
uniform and independent of angle of incidence. The absorp-
tion coefficients of all six surfaces were equal. The rever-
beration time chosen wasT6050.35 s, which is representa-
tive of a typical domestic living room~Mackenzie, 1964!. A
room of similar dimensions to that of the simulated room
above was used to make real-room recordings. Unlike the
simulated room, furnishings were present in the form of
tables and chairs, etc. These features were included to create
as ‘‘typical’’ a living room situation as possible. The record-
ings were made using a KEMAR manikin, Knowles Model
Number DB-4004, with Bruel and Kjaer Type 4134 micro-
phones fixed within the ear canal using a Zwislocki occluded
ear simulator, Knowles Model Number DB-1001. Thus, a
form of simulated head was present in both simulated and
real-room acoustic situations. The orientation of the speech
and noise sources were as implemented for the simulation.
The reverberation time (T60) for the real room was estab-
lished experimentally to be approximately 0.3 s.

Figure 2 shows the acoustic model from Fig. 1. Both
speech,S, and noise,N, pass through their respective left and
right acoustic FIR transfer functions,H11, H12, H21 and
H22, before forming the Primary,P, and reference,R, inputs
to the MMSBA processing scheme. This illustrates the bin-
aural speech and noise paths from their respective point
sources to the input microphones of the system through the
room acoustic transfer functions. This two-input approach
could enable the system to exploit correlated and uncorre-
lated characteristics of the input signals, analogous to the
binaural unmasking effect~Moncur and Dirks, 1967; Plomp,
1976!. The binaural unmasking effect allows subjects listen-
ing binaurally to perform better, in speech intelligibility test-
ing in noise, than subjects listening monaurally.

All signals were sampled at 20 kHz with 12-bit resolu-
tion. A FIR filter length of 2048 points for the simulated
room acoustics, equivalent to 0.1 s, was established experi-
mentally through visual inspection of impulse responses and
subjective listening to be adequately representative of acous-
tic transfer functions withT6050.35 s. During this time re-
verberant energy had decayed by approximately 17 dB.

Using simulated room acoustics the speech and noise

FIG. 1. Geometry for simulated room including speech and noise sources.
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signals were convolved with their respective FIR acoustic
transfer functions. In the real-room case the speech and the
noise material were recorded separately. The convolved
speech and noise material at the microphone was later com-
bined using computer software to generate the various de-
sired SNRs.

B. LMS Subband adaptive noise cancellation

The subband speech enhancement scheme implemented
used an adaptive noise cancellation algorithm in frequency-
limited subbands~Toner and Campbell, 1993!. From Fig. 3 it
can be seen that the inputs from the microphones, mic 1 and
mic 2, are split intoM contiguous subbands before process-
ing using the subband processing~SBP! scheme, one band of
which is shown in Fig. 2.

The MMSBA scheme can perform diverse subband
adaptive processing, in which paired frequency bands from
the two input microphones can be processed according to
their individual properties. Three example conditions and
processing techniques are listed here:

~1! Noise level below predetermined threshold; do not pro-
cess subband, allow signal to pass unfiltered.

~2! Noise signals highly correlated between channels; when
no speech is present in either channel, adapt the filter to
minimize the noise signal, and then process with the
‘‘frozen’’ converged filter when speech is present. In this
condition the adaptive filter estimates a transfer function
describing the differential acoustic path experienced by
the ‘‘noise’’ signal.

~3! Noise signals uncorrelated between channels; sum all
bands of this type and continuously adapt the filter, its
output being used to estimate the speech signal.

In all the experiments presented in this article, a combination
of conditions 2 and 3 were used for processing.

The correlation coefficient corr was estimated in each
frame using

corr5
(~pi2 p̄!~r i2 r̄ !

A$@(~pi2 p̄!2#@(~r i2 r̄ !2#%
, ~1!

where p and r are the primary and reference microphone
inputs within a subband respectively. Signals were deemed to
be uncorrelated if the correlation coefficient fell below the
threshold value of corr50.7. This resulted in condition 2
being implemented in the first 2, 4, or 8 subbands, respec-
tively, for a linear 8, 16, or 32 subband decomposition, with
the remaining subbands processed using condition 3.

The cochlear spacing function concentrates more sub-
bands into the lower frequency region than linear spacing.
When the subband distribution was cochlear spaced, apply-
ing the correlation condition above selected the first 5, 9, or
20 subbands for processing using condition 2, with remain-
der processed using condition 3.

The filter lengths used to model the differential transfer
functions in each subband were chosen on a performance
basis after pilot experiments. The filter length for subband
processing using condition 2 was 512 taps. The remaining
bands were processed using condition 3, with a filter length
of 16 taps.

A voice activity detector~VAD ! was assumed available
and, although not a trivial problem, is a separate issue.
Agaiby and Moir~1997! present an interesting VAD scheme
that benefits from multiple microphones. The test signals all
had a ‘‘noise only’’ period of duration 8000 samples~0.4 s!
prior to the wanted speech. During all subsequent experi-
ments, this period was used for adaptation in condition 2
above. The remaining 33 000 samples of each test signal con-
tained speech plus noise, corresponding to the ‘‘freeze’’ pe-
riod used with condition 2.

C. Subband decomposition

The use of subbands reduces the problem of identifying
a single long-duration differential transfer function to that of

FIG. 2. Block diagram of acoustic model.

FIG. 3. Block diagram of MMSBA processing scheme.
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identifying a set of less complex parallel filters. This ap-
proach improves the convergence of the adaptive algorithm
while controlling the computational cost. For reasons of ex-
perimental flexibility, the subband decomposition process
was performed by splitting the two input channels into
frames of length 256 samples, then applying a 50% overlap
add FFT scheme. The frequency bins were then separated
into 8, 16, or 32 subbands with either linear or cochlear
spacing prior to reconstructing the subband time domain sig-
nal. Using this approach, the error from decomposing the
signal into frequency-limited subbands and synthesizing a
wideband signal was found to be on the order of 0.001%.

When the input signals to the system include speech, the
power distribution with frequency is nonuniform. Consider-
ation of the adaptation performance of the LMS algorithm
used suggests that it may be advantageous to distribute the
subbands in such a way that the signal power is more uni-
formly distributed across the subbands than a simple linear
spacing would provide. Spacing the subbands according to a
‘‘cochlear’’ distribution tends to prevent one subband domi-
nating the overall convergence rate of the adaptive algorithm
~Darlington and Campbell, 1996!. The cochlear distribution
function used to calculate the band edges for the 8, 16, and
32 subbands was based on that of Greenwood~1990!,

F~x!5A~10ax2k! Hz, ~2!

whereF(x) is the upper and lower cutoff frequency for each
‘‘cochlear’’ filter ~A5165,a52.1, k50.88).

D. The subband processing scheme

In the classical noise cancellation configuration~Fig. 4!
the desired speech signal is only present in the primary chan-
nel, i.e.,S250. The unwanted noise is assumed to be uncor-
related with the wanted speech signal,S1 , and highly corre-
lated between the primary,N1 , and reference,N2 , channels.
When the filter adapts to minimize the performance criterion
the weights of the adaptive filter,H3 , will converge to a
model of the differential acoustic transfer function between
the two inputs, resulting in the filter output,Y, providing an
estimate of the noise,N1 , in the primary channel. Therefore,
the output,E, is an estimate of the speech signalS1 . The
problem with this type of approach is that, in many practical
situations, it is unlikely that the wanted speech signal will be
present in only one channel, i.e.,S2Þ0. One solution is to
adapt the filter weights to minimize the noise when only
noise signals,N1 and N2 , are present. This could typically
occur for a few tenths of a second during a gap in the speech

signal. The filter weightsH3 can be frozen at the converged
noise canceling values when speech is detected, forming a
filter that preferentially suppresses the noise.

From Fig. 4, at the primary input

P5H21S1H11N. ~3!

At the reference input

R5H22S1H12N, ~4!

which implies

E5P2Y5~H212H22H3!S1~H112H12H3!N. ~5!

The classical stationary noise cancellation problem is to
identify H3 such that the powerJe of the errorE is mini-
mized,

Je5
1

2p j R
uzu51

EE* z21 dz. ~6!

Defining the noise spectral densityUnn , then, during a noise
only period,S50 and

Je5
1

2p j R
uzu51

~H112H12H3!

3Unn~H112H12H3!* z21 dz, ~7!

which is minimized in the least squares sense when

H35H11~H12!
21. ~8!

H3 is now the transfer function that minimizes the noise
appearing inE. Using H3 as a fixed processing filter when
speech and noise are presentideally yields

E5~H212H22H3!S,

andE is a noise-reduced filtered version of the speech signal.
In the experiment reported here, adaptive noise cancel-

lation using the LMS algorithm was implemented in sub-
bands. The step sizem of the LMS algorithm was calculated
for each individual band dependent on the variance of the
band-limited reference input signal,sb . The variance for
each subband was calculated using the recursive estimate:

sb
25as i 21

2 1~12a!s i
2, ~9!

where 0,a,1 is a ‘‘forgetting factor’’ typically set at 0.95.

III. EXPERIMENTS: INTELLIGIBILITY TESTING

A. Apparatus

The hearing assessment workstation used to present the
audio material to the hearing-impaired subjects was a replica
of that used by the Institute of Hearing Research~IHR! at
Nottingham University and the Glasgow Royal Infirmary.
The hardware consisted of an IBM compatible PC with a
dual output video card and a PC30AT 1/O card. The first
video output was connected to a standard VGA monitor, vis-
ible only to the operator. The second output was connected to
a touch screen for presentation of the test words and subject
feedback. The PC30AT 1/O card was used to convert the
unprocessed and processed, digitally stored, noisy reverber-
ant speech files to analog before transmission through a

FIG. 4. LMS adaptive noise canceller.
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Technics SH-8095 12-channel graphic equalizer to provide
the necessary NAL frequency compensation~Byrne and Dil-
lon, 1986! required for each subject’s hearing loss. Finally, a
Grason Stadler GSI 16 audiometer~acting as a precession
attenuator and safety limiter! and TDH-50P headphones were
used to deliver the monaural signal to each subject.

B. Subjects

Fifteen hearing-impaired subjects were assessed, nine
males and six females, having a mean age of 64.3 years
ranging from 41 to 77 years, with standard deviation 8.3
years. The hearing-impaired volunteers were asked for their
cooperation while visiting the ENT departments at the Glas-
gow Royal Infirmary and Paisley Alexandra Hospitals. All
the subjects were regular hearing aid users, diagnosed with
sensorineural hearing loss. Figure 5 shows the audiogram
data for the 15 subjects, whose hearing thresholds averaged
over the audiometric test frequencies 500, 1000, 2000, and
4000 Hz were 44.9 dB HL, standard deviation 10.2 dB HL.
Each subject was tested using one ear that normally wore a
hearing aid. The hearing loss was symmetric for nine of the
subjects; for the remaining six subjects with asymmetric
hearing loss the subject’s ear with greater hearing loss was
selected for testing.

C. Stimuli

The FAAF test developed by Foster and Haggard~1979!
uses common words from the English language in a four-
alternative forced-choice format. It consists of 20 sets of four
words ~see Table II!. The subjects were asked to identify
each of the 80 keywords ‘‘**** ’’ presented audibly in a car-
rier sentence; ‘‘Can you hear**** clearly?’’ The options
visually presented to the subjects on the touch screen dif-
fered by only one phoneme, e.g., TIN, BIN, PIN, and DIN.
Nine sets vary the initial consonant, 11 the final consonant.
The 80-word four-alternative approach yields a ‘‘chance
level’’ score of 20. There is little or no practice effect due to
the random presentation of the four words in column format
on-screen~Foster and Haggard, 1987!. The choice of simple
words provides familiar material that is easy for a test subject
to learn, even for moderate levels of literacy. One effect of
the simplicity of the corpus is to reduce the variance in score

due to an individual’s verbal ability, which is advantageous
when only a small number of subjects are available. The test
has been adopted in the United Kingdom for research into
hearing impairment. The masking noise source was speech
shaped, matched to the long-term spectra of the 80 FAAF
sentences.

D. Experimental procedure

Ethical approval and informed consent procedures were
followed. Subjects attended five visits to the University of
Paisley to perform the listening tests. Each subject was paid
a modest attendance allowance. Each visit lasted approxi-
mately 2 h, consisting of three 30-min sessions separated by
a 5-min and 10-min interval. Audiometry was performed on
subjects initially to record their audiogram, and subsequently
to verify that there was no significant change in hearing level
since the previous visit. All test signals were presented with
NAL compensation. On the first visit each subject was given
as many clean speech practice sentences~no noise or rever-
beration! as required to familiarize him or herself with the
testing procedure. It has been demonstrated that there is little
practice effect from exposure to the test material in this way
~Foster and Haggard, 1987!. During the familiarization pe-
riod the most comfortable level~MCL! for listening was es-

FIG. 5. Audiogram data for the 15 sensorineural hearing-impaired subjects.

FIG. 6. Unprocessed speech intelligibility scores for simulated and real-
room acoustics.

TABLE II. FAAF Corpus: 80 key words used in intelligibility testing in
four-alternative forced-choice format, delivered by carrier sentence ‘‘Can
you hear**** clearly.’’

nan din wet rib dale
than pin bet rick nail
van tin get rig mail
man bin yet rip bail

some rode teen port veal
sud rose sheen fought seal
sun robe seen thought zeal
sub rove keen taught feel

ridge milks mash lad how
rich milk match lands high
rids mick mats lads ham
ritz mix mass land hang

coast cab cop bag bang
post gab cot back bag
boast dab cod bat bad
ghost tab cob bad ban
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tablished for each subject. The MCLs varied between 75 and
80 dB SPL, with a mean of 78 dB SPL. The use of subject’s
MCL is more representative of real-world hearing-aid use,
whereby the subject has some control over individual listen-
ing level. The FAAF sentences were presented at SNRs of
26, 23, 0, and13 dB, chosen to be representative of real-
life ‘‘difficult’’ conditions and to elicit a significant number
of errors.

The factors and levels were SNR~26, 23, 0, and13
dB!, subband distribution~linear, cochlear!, subband spacing
~8, 16, and 32! and acoustic condition~simulated, real-
room!, with the comparison being between speech intelligi-
bility scores before and after processing. The experiment was
thus a four-factor repeated measures within-subjects design.
The sequence of treatment presentation was performed in a
Latin squares design to minimize any subject fatigue effects.
During the test procedure no information related to the ex-
perimental factors in each test was given to the subject prior
to listening to the test material, i.e., the tests were performed
‘‘single blind.’’

Additional scores were recorded at SNRs of16 and19
dB, but not all the above factors were manipulated. The re-
sults from these SNRs were separately analyzed and are kept
separate in the following discussion, being referred to as the
non-full factor observations.

IV. RESULTS AND STATISTICAL ANALYSIS

A. Comparison of simulated versus real-room
acoustic intelligibility scores

In order to compare speech intelligibility from both
simulated and real-room acoustics, the unprocessed scores
from the real-room and simulated echoic rooms are plotted in
Fig. 6. Table III presents results of an analysis using a paired
t-test, after having verified the statistical normality of the
data. The latter two columns show the probability~p! and
significance of the simulated and real-room intelligibility
scores being statistically separable from one another. When
the SNR is 0 or26 dB the null hypothesis is not rejected,

but for the13 and23 dB case the simulated room scores are
significantly different from the real-room condition.

B. ANOVA of intelligibility scores

An analysis of variance~ANOVA ! was performed on the
intelligibility scores using both absolute recorded scores, and
the difference in score ‘‘processed minus unprocessed,’’ with
the results presented in Tables IV and V. The factor residuals
were examined and shown to have a normal distribution with
homogeneous variance, validating the assumptions of the
ANOVA model. When analyzing the processing effect to de-
termine the significance of the factors, ‘‘number of sub-
bands’’ and ‘‘subband spacing,’’ the difference in score was
used, since the unprocessed condition did not contain data on
these factors. In Table IV the factor ‘‘acoustics’’ with the
levels ‘‘simulated’’ or ‘‘real-room’’ is the only one that is not
statistically significant. Table V shows ‘‘number of sub-
bands’’~8, 16, or 32! to be the only factor that is not statis-
tically significant.

Examination of Figs. 7–10 suggests that there is no sig-
nificant degradation of intelligibility due to processing when
the SNR is at the higher levels, e.g.,13 dB. This is con-
firmed by the results of the one-tailedt-tests shown in Tables
VI and VII. The three cases that are omitted from the tables
all show a mean improvement in score. The limited examples
with SNR of 16 or 19 dB, not included in Tables VI and
VII, all had an increase in mean intelligibility score due to
processing except one case, 32 linear subbands at16 dB
SNR in a simulated environment, which gave a decrement
that was not statistically significant~t-test!. This implies that
there is no significant reduction in processed speech intelli-

FIG. 7. Intelligibility scores for simulated room acoustics and linear
spacing.

TABLE III. Paired t-test results from simulated versus real-room data.

Signal-to-noise
ratio ~dB!

t-test ~p of null
hypothesis!
~two-tailed!

p ~alternative
hypothesis: acoustical

conditions significantly
different!

Significant
at 95%?

3 0.014 0.986 Yes
0 0.697 0.303 No

23 0.037 0.963 Yes
26 0.563 0.437 No

TABLE IV. ANOVA using raw intelligibility score.

Factor
Degrees of
Freedom F ratio

Probability that factor
NOT significant

SNR 3 418.72 0.000
Acoustics 1 1.04 0.307
Processing 1 256.54 0.000
Subject 14 64.58 0.000

TABLE V. ANOVA using difference in intelligibility score.

Factor
Degrees of
freedom F ratio

Probability that factor
NOT significant

SNR 3 134.60 0.000
Acoustics 1 36.86 0.000
No. of subbands 2 1.05 0.351
Subband spacing 1 24.39 0.000
Subject 14 9.75 0.000
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gibility in cases where intelligibility scores for the hearing-
impaired subjects are already high, which is an important
feature for any hearing aid application.

At 26 and23 dB SNR, where the unprocessed scores
are initially low, Figs. 7–10 show many examples of a sig-
nificant improvement in speech intelligibility at the 95%
confidence level due to processing. This presents a consistent
improvement due to processing using the MMSBA scheme.
The observation is confirmed by the results from the
ANOVA, Table IV, showing ‘‘processing’’ as a significant
factor in the intelligibility scores.

In Figs. 7–10 the 95% confidence bars for the 8, 16, and
32 subband scores overlap strongly for all of the conditions,
indicating weak significance of the factor ‘‘number of sub-
bands.’’ This is confirmed in the ANOVA results of Table V
where number of subbands did not appear as a significant
factor.

Figures 11 and 12 present the intelligibility scores and
95% confidence intervals when processing the speech signals
using the factor ‘‘subband spacing,’’ with the levels ‘‘co-
chlear’’ or ‘‘linear’’ in a simulated or real-room environ-
ments. Tables VIII and IX show the results of a pairedt-test
analysis applied to the mean intelligibility scores for ‘‘lin-
ear’’ versus ‘‘cochlear’’ spacing in the simulated and real-
room cases.

The results in Tables VIII and IX fail to unequivocally
establish the significance of the factor ‘‘subband spacing.’’
Seven out of 12 cases are statistically significant for the
simulated room acoustics, with only three significant for the
real-room case. However, the ANOVA results in Table V
establish ‘‘subband spacing’’ as a significant factor.

C. SRT estimation

It was recognized that the 50% SRT could be estimated
for simulated and real-room acoustic environments from the
data presented in Figs. 13 and 14. These were plotted using
average unprocessed and processed scores at all SNRs, with
cochlear spacing across 8, 16, and 32 subbands. Cochlear
spacing was chosen due to its small but consistent average
improvement in intelligibility over linear spacing~Figs. 11
and 12!. The improvement in SRT when projecting the pro-
cessed score line back to provide a 50% correct score~40/80!
using a second-order polynomial is approximately 3 dB us-
ing real-room acoustics, and 7 dB for simulated room acous-
tics.

FIG. 9. Intelligibility scores for real-room acoustics and linear spacing.

FIG. 10. Intelligibility scores for real-room acoustics and cochlear spacing.

FIG. 8. Intelligibility scores for simulated room acoustics and cochlear
spacing.

TABLE VI. Paired t-test results from simulated data at 3 dB SNR.

Acoustics and
subband spacing

t-test ~p of null
hypothesis!
~one-tailed!

p ~alternative
hypothesis:

intelligibility
decrement due
to processing!

Significant
at 95%?

Linear/8 subbands Processing gave a mean score improvement
Linear/16 subbands 0.233 0.767 No
Linear/32 subbands 0.139 0.861 No
Cochlear/8 subbands 0.087 0.913 No
Cochlear/16 subbands 0.186 0.814 No
Cochlear/32 subbands Processing gave a mean score improvement
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V. DISCUSSION

The average intelligibility improvement across all ex-
perimental conditions was 11.5%, with a maximum improve-
ment in speech intelligibility of 37.3% using 16 ‘‘cochlear-
spaced’’ subbands and data from simulated room acoustics
~Fig. 8! and 21.8% using 16 ‘‘cochlear-spaced’’ subbands
and data from real-room acoustics~Fig. 10!. The ANOVA
results in Table V reveal ‘‘acoustics’’ to be a significant fac-
tor, which supports this observed difference in maximum
scores due to processing.

The inferred improvement in SRT lies between approxi-
mately 7 and 3 dB for simulated and real-room environ-
ments, respectively, as shown in Figs. 13 and 14. This im-
provement approaches the value of 8 dB, which Soedeet al.
~1993! suggested as the processing benefit required to enable
hearing-impaired listeners to match the performance of
normal-hearing listeners, and compares favorably to the 5.6
dB achieved by Vanden Berghe and Wouters~1998! and the
7 dB by Soedeet al. ~1993!. It is interesting to note that
monaural listening to the results of the binaural MMSBA
processing of the real room data shows a SRT improvement
comparable to that expected from true binaural listening in
the real room. Table V shows the ‘‘number of subbands’’
used within the MMSBA processing scheme not to be a sig-
nificant factor, and 8 subbands have been shown to provide a
statistically significant speech intelligibility improvement.
That the performance using 8 subbands cannot be distin-
guished from that of 16 or 32 subbands implies that there

FIG. 11. Intelligibility scores grouped by subband spacing using simulated
room acoustics.

FIG. 12. Intelligibility scores grouped by subband spacing using real-room
acoustics.

TABLE VII. Paired t-test results from real-room data at 3 dB SNR.

Acoustics and
subband spacing

t-test ~p of null
hypothesis!
~one-tailed!

p ~alternative
hypothesis:

intelligibility
decrement

due to processing!
Significant
at 95%?

Linear/8 subbands 0.287 0.713 No
Linear/16 subbands 0.177 0.823 No
Linear/32 subbands 0.440 0.560 No
Cochlear/8 subbands 0.311 0.689 No
Cochlear/16 subbands Processing gave a mean score improvement
Cochlear/32 subbands 0.410 0.590 No

TABLE VIII. Paired t-test comparison of intelligibility scores using simulated acoustics.

No. of subbands
and SNR

t-test ~p ofnull
hypothesis!
~two-tailed!

p ~alternative
hypothesis!: linear
spacing performing

differently to
cochlear spacing

Significant at the
95% level?

8 subbands/3 dB SNR 0.460 0.540 No
8 subbands/0 dB SNR 0.017 0.983 Yes
8 subbands/23 dB SNR 0.000 1.000 Yes
8 subbands/26 dB SNR 0.126 0.874 No
16 subbands/3 dB SNR 0.442 0.558 No
16 subbands/0 dB SNR 0.038 0.962 Yes
16 subbands/23 dB SNR 0.959 0.041 No
16 subbands/26 dB SNR 0.000 1.000 Yes
32 subbands/3 dB SNR 0.002 0.998 Yes
32 subbands/0 dB SNR 0.016 0.984 Yes
32 subbands/23 dB SNR 0.000 1.000 Yes
32 subbands/26 dB SNR 0.481 0.519 No
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may be no need to increase the complexity of the processing
scheme by implementing higher numbers of subbands. A
question not addressed is, could less than 8 subbands still
provide a useful performance increment? Shields and Camp-
bell ~1998! confirmed that when using data from a simulated
anechoic room there was no advantage in adopting a multi-
band ANC approach over a single wideband ANC approach.
They also reported that when using data from a real rever-
berant room a 16 subband MMSBA process provided an
SNR improvement of around 6 dB whereas approximately
2.5 dB was obtained using a single wideband ANC approach.
Thus the number of subbands required appears related to the
complexity of the environmental acoustics, and it is likely
that in less reverberant situations less than 8 subbands will
be adequate; however, a generally useful hearing aid will
need to cater for practically important worst case scenarios
~e.g., large halls!, either automatically or by user program
selection.

Tables VI and VII confirm that processing did not sig-
nificantly reduce intelligibility at13 dB SNR~non-full fac-
tor examples at16 and19 dB also showed no significant
decrement!. This feature is obviously required in a practical
device, to ensure that there are no unwanted deleterious ef-
fects due to processing when the SNR is such that there is
little difficulty with unprocessed speech intelligibility.

The effect of subband spacing~Figs. 11 and 12 and
Tables VIII and IX! suggests that a cochlear-spaced subband
distribution gives consistently better intelligibility scores
than a linear distribution. The ANOVA in Table V shows that
overall the ‘‘spacing’’ factor is significant. However, this ef-
fect is not statistically significant in every case, as demon-
strated by the mixed results of the pairedt-tests shown in
Tables VIII and IX. With cochlear spacing there are more
bands being independently processed using ‘‘adapt and
freeze’’ ~condition 2!. However, the actual bandwidth cov-
ered by these bands~2.02 kHz! was close to that of the
corresponding linear case~2.5 kHz! for the 8- and 32-band
cases. In the 16-band case with cochlear spacing ‘‘adapt and
freeze’’ was selected over a bandwidth of 1.53 kHz while the
linear case covered 2.5 kHz. This implies a degree of con-
sistency in the operation of the correlation measure used to
select bands and means that the ‘‘adapt and freeze’’ process-
ing was operating over comparable frequency ranges for the
linear and cochlear spaced cases. Using cochlear spacing ap-
plies the ‘‘adapt and freeze’’ processing in a more concen-
trated way in the lower frequency range. This tends to pre-
vent the high-energy, low-frequency bands from dominating
the convergence process of the adaptive filters, giving ben-
efits from reduced adaptation time and misadjustment noise.

FIG. 13. SRT predictions for simulated room acoustics. FIG. 14. SRT predictions for real-room acoustics.

TABLE IX. Paired t-test comparison of intelligibility scores using real-room acoustics.

No. of subbands and SNR

t-test ~p of null
hypothesis!
~two-tailed!

p ~alternative
hypothesis!: linear
spacing performing

differently to cochlear
spacing

Significant at
the 95% level?

8 subbands/3 dB SNR 0.274 0.726 No
8 subbands/0 dB SNR 0.645 0.355 No
8 subbands/23 dB SNR 0.291 0.709 No
8 subbands/26 dB SNR 0.197 0.874 No
16 subbands/3 dB SNR 0.030 0.970 Yes
16 subbands/0 dB SNR 0.520 0.480 No
16 subbands/23 dB SNR 0.013 0.987 Yes
16 subbands/26 dB SNR 0.000 1.000 Yes
32 subbands/3 dB SNR 0.962 0.038 No
32 subbands/0 dB SNR 0.063 0.937 No
32 subbands/23 dB SNR 0.281 0.719 No
32 subbands/26 dB SNR 0.268 0.732 No
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The latter may be responsible for the marginally better per-
formance using cochlear spacing.

The data in Table III show that for two out of four test
conditions the ‘‘image’’ method produced intelligibility
scores that are not statistically separable from those obtained
using real-room acoustics; however, the factor ‘‘room acous-
tics’’ emerged as significant in the ANOVA results in Table
V. An implication of these ANOVA results and the inconsis-
tent results from the analysis shown in Table III is that while
simulated room acoustics using the ‘‘image’’ method is use-
ful for developing, and perhaps especially for rejecting can-
didate algorithms, one should not rely on such a relatively
simple simulation to predict the benefit likely to be delivered
by a processing scheme.

VI. CONCLUSION

The results presented in this article provide an evalua-
tion of the potential for the MMSBA processing scheme to
improve speech intelligibility for hearing-impaired listeners
in the presence of noise and reverberation. In particular, we
have the following.

~1! The MMSBA processing scheme has been shown to pro-
vide a statistically significant and practically useful
speech intelligibility improvement in the presence of
simulated or real-room reverberation and speech-shaped
noise.

~2! The estimated SRT for hearing-impaired subjects in a
noisy reverberant environment has been improved due to
processing by approximately 7 dB, using both simulated
and real-room acoustics.

~3! It has been demonstrated that processing using the
MMSBA scheme has no significant detrimental effect on
intelligibility at high SNR where unaided intelligibility
scores are large.

~4! It appears that cochlear spacing may perform marginally
better than linear spacing.

~5! A system with only 8 subbands~low computational com-
plexity! can provide a statistically and practically signifi-
cant intelligibility improvement.

~6! The experimental hypothesis that multi-microphone sub-
band adaptive signal processing can improve speech in-
telligibility for listeners with sensorineural hearing loss
operating in noisy reverberant conditions, when com-
pared to their performance when using a standard linear
hearing aid, is supported.
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Acoustic properties of two types of soft tissue-like media were measured as a function of
compressive strain. Samples were subjected to uniaxial strains up to 40% along the axis of the
transducer beam. Measurements were analyzed to test a common assumption made when using
pulse-echo waveforms to track motion in soft tissues—that local properties of wave propagation and
scattering are invariant under deformation. Violations of this assumption have implications for
elasticity imaging procedures and could provide new opportunities for identifying the sources of
backscatter in biological media such as breast parenchyma. We measured speeds of sound,
attenuation coefficients, and echo spectra in compressed phantoms containing randomly positioned
scatterers either stiffer or softer than the surrounding gelatin. Only the echo spectra of gel media
with soft scatterers varied significantly during compression. Centroids of the echo spectra were
found to be shifted to higher frequencies in proportion to the applied strain up to 10%, and increased
monotonically up to 40% at a rate depending on the scatterer size. Centroid measurements were
accurately modeled by assuming incoherent scattering from oblate spheroids with an eccentricity
that increases with strain. While spectral shifts can be accurately modeled, recovery of lost echo
coherence does not seem possible. Consequently, spectral variance during compression may
ultimately limit the amount of strain that can be applied between two data fields in heterogeneous
media such as lipid-filled tissues. It also appears to partially explain why strain images often
produce greater echo decorrelation in tissues than in commonly used graphite–gelatin test
phantoms. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1414703#

PACS numbers: 43.80.Cs, 43.35.Bf@FD#

I. INTRODUCTION

The theory of acoustic wave propagation in heteroge-
neous media1 can successfully explain many aspects of ul-
trasonic scattering measurements in soft biological tissues
when essential material properties are known.2 Except for
blood, we know little about the exact anatomical microstruc-
ture that scatters ultrasound. We know that energy is redi-
rected at spatial fluctuations in medium mass densityr and
bulk compressibilityk. Furthermore, compressibility fluctua-
tions Dk5k2k̄ for collagen and elastin are often
substantial3 with respect to the spatial averagek̄, whereas
the corresponding density fluctuations, e.g., from lipid-filled
structures, are less but significant: values fork̄Dr/rDk have
been measured in the range of 0 to 0.5 for blood, liver, and
skeletal muscle.4,5

Coupling this information with mathematical analyses
that link scatterer size to ultrasonic frequency spectra,6,7 in-
vestigators have studied the inverse problem of identifying

scattering structures8 and thus are able to trackin vivo
changes in the microvascular diameter below the diffraction
limit for diagnostic wavelengths.9,10 Ultimately, similarities
between matched ultrasonic and histological measurements
are used to verify the sources of scattering based on size,
number density, and collagen content. In this paper we de-
scribe another discriminating scattering feature that may be
useful in defining scattering sources—changes in the cen-
troid of the backscattered echo spectrum with the amount of
applied strain.

The idea for this study originated during early elasticity
imaging experiments designed to investigate relationships
between large- and small-scale viscoelastic properties of
tissue-like media.11 It is essential that local acoustic proper-
ties be invariant under strain if we are to obtain accurate time
delay estimates from echo correlation analysis. Specifically,
the microscopic spatial distribution of tissue bulk moduli that
dominates scattering properties in soft tissues must be uncor-
related with the macroscopic spatial distribution of tissue
shear moduli that determines the appearance of straina!Electronic mail: mfinsana@ucdavis.edu
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images.12 Only then can echo correlation provide a reliable
method for tracking object motion.

In this paper we summarize a series of experiments in-
volving two classes of materials originally developed by
Madsenet al. as ultrasound phantoms.13 Type I materials are
glass-sphere-in-gelatin suspensions and type II materials are
oil-droplet-in-gelatin dispersions. The diameter ranges of
glass microspheres in the type I samples are either small
~35–75mm! or large~150–180mm!. All glass microspheres
are randomly positioned and much stiffer than the surround-
ing gelatin. Type II materials contain oil spheres dispersed
randomly throughout the gelatin. The mean oil sphere diam-
eter varies in different samples between 20 and 400mm. At
room temperature, the oils are liquids, similar to the lipid at
body temperature, and therefore much softer than the sur-
rounding gelatin.

We measured speeds of sound, attenuation coefficients,
and backscattered echo spectra for each sample up to 10
MHz and for applied uniaxial stresses producing strains up to
0.4. Samples were compressed in a plane normal to the top
planar surface such that all points on the surface were dis-
placed the same amount along2x3 ~Fig. 1!. No attempt was
made to match the acoustic properties of the gel samples to
specific body tissues. Instead, we sought to produce samples
with sound speed, attenuation, and backscatter features
within the range of values reported for human soft tissues.14

The results below indicate the reliability of echo tracking in
a broad range of deformations for tissue-like media, and sug-

gest a new method for identifying the anatomical sources of
bioacoustic scattering.

II. MATERIALS AND METHODS

Type I Materials.15 One-hundred twenty grams of animal
hide gelatin~type A, 275 bloom, Fisher Scientific, Hampton,
NH! were mixed into each liter of a 6%n-propanol-in-water
solution at room temperature. The mixture was placed in a
29 mm Hg vacuum for a few minutes to remove gases. The
beaker of dissolved, degassed gelatin was then heated at
45 °C in a water bath for about 90 min until it became trans-
lucent. The clear gelatin solution was removed from the heat,
glass microspheres~Potters Industries, Inc., Valley Forge,
PA! as specified in Table I were added and thoroughly mixed
with a spoon, and the beaker was cooled to 30 °C while
stirring. The liquid glass–gel mixture was poured into a cy-
lindrical mold 7.5 cm in diameter and 2.5 cm in height,
sealed, and rotated at 1 rpm overnight. Congealed samples
were removed from the molds and stored at room tempera-
ture in a sealed container with a small amount of propanol–
water solution to minimize desiccation. Samples 1 and 2 in
Table I are type I. Samples A and B~see Sec. III! are also
type I, but have no added scatterers.

Type II Materials.13 More of the clear gelatin solution
described above was heated in a water bath to 70 °C. Instead
of glass microspheres, 250 ml of an oil were emulsified into
each liter of liquid gelatin by vigorous mixing with a spoon.
The different types of oils used in this study are listed in
Table II. Care was taken to prevent introducing air while
mixing. The emulsion was cooled to 30 °C before being
poured into the cylindrical molds and rotated in room air
overnight. After congealing and removal from its mold, an
inspection microscope was used to measure the average di-

FIG. 1. The apparatus for measuring acoustic properties of cylindrical
samples is illustrated~top!. The force was applied downward against an
immobile Lucite block by the Lexan layer deforming the sample~bottom!.
The sound-absorbing~SOAB! rubber was included during backscatter mea-
surements and removed during speed and attenuation measurements. The
transducer beam axis was oriented normal to and scanned parallel to the
Lucite block surface through the Lexan.

TABLE I. Type I materials: Glass-in-gel suspensions.

Sample

Glass sphere
diameter

~mm!
Mass
~g/l!

Sound speed
at 2.5 MHz

~m/s!

Atten. coefficient
~dB/cm!

at 2.5/5.0/7.5/10.0 MHz

1 35–75 33.3 1590 0.74/1.88/3.83/6.91
2 150–180 6.67 1575 0.47/1.10/1.67/2.71

TABLE II. aType II Materials: Oilb-in-gel dispersions.c

Sample
Oil
type

Oil conc.
~ml/l!

Sound speed
~m/s! at 2.5 MHz

Atten. coefficient~dB/cm!
at 2.5/5.0/7.5/10.0 MHz

3 corn 250 1557 1.18/3.69/6.90/10.78
4 motor 250 1556 0.87/3.68/7.56/11.79
5 peanut 250 1561 0.95/3.72/6.85/10.65
6 mineral 250 1567 0.87/2.86/5.03/7.47

aThe acoustic properties listed in Tables I and II are for uncompressed
samples. Averaging attenuation coefficients for samples 3–5 gives the fol-
lowing least-squares fit to a second-order polynomial between 0 and 10.0
MHz, where we includea~0!50 dB/cm: a3 – 5( f )520.125310.3700f
10.0760f 2. The fits for samples 1 and 2 yield, respectively,a1( f )
520.003410.0659f 10.0619f 2, and a2( f )520.140710.1925f
10.0087f 2.

bThe motor oil was SAE 10W30.
cData from two corn-oil samples were obtained. The two samples are re-
ferred to as sample 3 and sample 38 in the figures.
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ameter of oil drops visible from the surface of the colloid,
now a dispersion. Samples 3–6 in Table II are type II.

Strain. In the following, we report an engineering strain
e85(L02L)/L0 as that resulting from the compressive
stress applied.16 L0 is the initial sample height along the
compression axis,x3 in Fig. 1, andL is the instantaneous
height. If the stiffness of the sample is uniform throughout its
volume, thene8 approximates the spatial derivative of dis-
placement alongx3 , i.e., e8.]u3 /]x3 .

Strain for the finite displacements used in this study is
defined in the Lagrangian frame as17

e335
]u3

]x3
1

1

2 F S ]u1

]x3
D 2

1S ]u2

]x3
D 2

1S ]u3

]x3
D 2G . ~1!

e33 is the Lagrangian strain tensor that describes deformation
of a unit volume along thex3 axis. If the derivatives are
small, then e33.]u3 /]x3 , the infinitesimal strain tensor,
which is approximatelye8 for homogeneous media.]u3 /]x3

is not small in this study. Nevertheless, we usee8 to specify
the strain for convenience. Readers can convert between La-
grangian and engineering strains usinge33.e8(11e8/2).

Measurement geometry has a large influence on steady-
state deformation patterns in stressed samples, often more
than material properties such as elastic modulus and Pois-
son’s ratio n. For these nearly incompressible media,
parallel-plate compressor geometry, full-slip boundary con-
ditions, and quasistatic measurement conditions, sample vol-
ume is conserved. We treat samples under these conditions as
Hookean elastic solids,17 so thate115e2252ne33.

Acoustic measurements. Measurements were made in
distilled/degassed water at room temperature~between 18.8
and 20.461 °C! with the apparatus diagrammed in Fig. 1.
The transducers had one circular PZT element, 19 mm in
diameter, that was focused at f/2.8~videoscan immersion,
Panametric, Waltham, MA!. Two transducers with nominal
frequencies 3 and 10 MHz were used in this study. Test
samples were deformed by uniformly displacing the top sur-
face of the sample downward a known amount64 mm. Ap-
plied forces were held several minutes before recording
waveforms to minimize variability caused by viscous creep.
With the possible exception of the mineral oil sample, each
test sample contained a sufficient number of scatterers per
resolution volume~.5–10! to be considered an incoherent
scattering source.

A pulse-echo variation on the narrow-band-through-
transmission substitution technique described by Madsen
et al.13 was used to measure sound speed and attenuation.
Sinusoidal pressure bursts were transmitted through the
sample and reflected at normal incidence at the surface of a
5-cm-thick Lucite block. The sound-absorbing~SOAB! layer
shown in Fig. 1 was removed. The duration of the voltage
burst that excited the transducer was adjusted between 10
and 20 cycles to avoid reverberations. The transducer–
reflector distance remained unchanged during the experiment
and was approximately equal to the radius of curvature of the
spherically focused transducers. The compressive force was
applied to the sample through a 1-mm thick Lexan layer that
was rigidly attached to the compressor assembly. This layer

may have flexed slightly during compression; a 1-mm flex-
ure at e850.4 corresponds to a210% strain error for 25-
mm-thick samples.

We recorded measurements of echo phasef and ampli-
tudeA near the center of the voltage burst as viewed from a
digital oscilloscope display. The phase was estimated from
the time shift in a zero crossing near the center of the burst.
M510 independent measurement pairs (Am ,fm), 1<m
<M , were obtained after scanning the transducer at 2-mm
lateral increments with the sample in place. Only five phase
measurements were used to estimate sound speed while all
ten were used to estimate attenuation. One reference mea-
surement pair (A0 ,f0) was recorded with the sample re-
moved. Wave properties in the latter case are determined
entirely by the distilled water, but, in both situations, the thin
Lexan layer used to compress the sample remained in place.

The substitution technique involves an expression for
the speed of sound in a sample,c(e8,T) (m/s), as a function
of e8, measurement temperatureT (°C), speed of sound in
water18 c0(T) (m/s), sample thicknessd(e8) (m), and mean
temporal phase shift introduced by placing the sample in the
sound beam Df (s)5((m51

M fm)/M2f0 . Writing
Df(e8,T)52d(e8)@1/c(e8,T)21/c0(T)# and rearranging
terms, we find

c~e8,T!5
2d~e8!c0~T!

2d~e8!1c0~T!Df~e8,T!
. ~2!

Attenuation coefficients, a( f ,e8,T), at frequency
f (MHz) were found from the ratio of peak-to-peak burst
amplitudes with@A5((m51

M Am)/M # and without (A0) the
sample in place and sample thicknessd via

a~ f ,e8,T!5
10

d~e8!
log10

A~ f ,e8,T!

A0~ f ,T!
. ~3!

Castor oil was used as a standard sample to calibrate attenu-
ation estimates.13 Large-amplitude sinusoids were transmit-
ted, yet the amplitude was not so large as to violate linearity
and agreement~63%! with published values for attenuation
in castor oil: 0.834f 5/3 (dB/cm) at 20 °C.19

Following measurements of sound speed and attenua-
tion, echo spectra were recorded. We digitized 10.24ms echo
time series generated by the backscatter of broadband pulses
within a sample. The transmitted pulse duration was approxi-
mately two cycles, producing a26-dB bandwidth of 60% of
the peak frequency for pulses reflected from a Lucite surface
in water at 20 °C. A Panametrics~Waltham, MA! pulser–
receiver Model 5052UA was used.M was increased to 25
waveforms, each digitized at 8 bits and 53107 samples/s to
give N5512 points per waveform. Adjusting the transducer–
sample distance, we placed the center of the time series at the
radius of curvature of the transducer. A SOAB layer was
used as shown in Fig. 1 to reduce reverberations.

The magnitude of the discrete Fourier transformuG@k#u,
0<k<N/221, was computed using a fast Fourier transform
algorithm.20 From the set of recorded time series,gme@n#,
0<n<N21, at each strain valuee8, we estimated the mean
frequency spectrum,

3245J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Insana et al.: Ultrasonic properties of random media



uGe@k#u5
1

M (
m51

M U (
n50

N21

gme@n#e2 i2pkn/NU. ~4!

The summation overM waveforms yields an approximation
to an ensemble average.21

Echo spectra shown in Sec. III below describe a shift in
the peak value ofuGe@k#u with increasinge8. We summarized
changes in echo spectra by a scalar value obtained from es-
timates of the normalized first moment or spectralcentroid,22

f c~e8!5D f
(k50

N/2 kuGe@k#u
(k50

N/2 uGe@k#u
, D f 5

1

NT
, ~5!

where T is the sampling interval, in this case 20 ns. The
centroid indicates any monotonic weighting of spectral val-
ues, such as those expected for a change in the scattering
function with e8.

Statistical analysis. We state our confidence that acous-
tic parameters vary as a function of engineering straine8
using the following analysis. The meanȳ and varianceŝy

2

are sample moments of the~assumed! normally distributed
parametery, and are computed fromM uncorrelated mea-
surements. The expected value,E$y%, will fall within the
interval23

ȳ2
ŝytM21;g/2

AM
<E$y%< ȳ1

ŝytM21;g/2

AM
, ~6!

with 100~12g! percent confidence. Settingg50.01, we find
the 99% confidence interval. Values found outside of this
interval are assumed to be from a different distribution. We
used look-up tables23 and experimental parameters to find the
threshold valuetM21;g/2 that determines the probability
Pr(tM21.tM21;g/2)5* tM21;g/2

` p(t)dt5g/2. tM21 is the stu-

dent t statistic;t9;0.00553.250 andt4;0.00554.604.
Intersample attenuation coefficients varied widely. Con-

sequently, we normalizeda~e8! values relative to that at
e850 to findb(e8)5a(e8)/a0 for studyinge8 dependences.

Assuming the attenuation estimates at different values ofe8
are independent and that the variancesa

2 is independent of
e8, then the uncertainty inb is found by propagating errors
according to24

sb5Fsa
2 S ]b

]a D 2

1sa0

2 S ]b

a0
D 2G1/2

5
sa

a0
A11b2. ~7!

The error bars in Fig 4 are examples ofsb .
Centroid predictions. It is reasonable to assume that soft

scatterers in compressed samples will deform in the manner
of the surrounding gelatin~Fig. 2!. Changes in the ultrasonic
echo spectrum may be predicted if we understand how the
backscatter spectrum from oblate spherical oil droplets varies
with eccentricity. Oils in type II samples are approximately
spherical with radiusr 0 before compression. After deforma-
tion into oblate spheroids, the minor axis will ber 15(1
2e8)r 0 for 0<e8,1. To conserve volume, the major axis
must therefore ber 25r 0 /A(12e8), so the eccentricity is
A12(r 1 /r 2)25A12(12e8)3. Fortunately expressions that
describe scattering from an acoustically soft oblate spheroid
are available. See Appendix A for details.

We computed scatter fields from one oblate spheroid in-
sonated with many plane waves at frequencies in the trans-
ducer bandwidth. Assuming that only incident waves are
scattered~single-scatter Born approximation1! and that the
scatter field at the receiving aperture is entirely incoherent,
we integrated the exact numerical solution for the pressure
field at frequencyf, i.e., pf(x,t,e8) from Appendix A. The
integration is over the transducer aperture to find the net
force at the surface.25 The net force was multiplied by a
Gaussian pulse-echo system response,H( f ) ~Appendix B!,
computed for the same frequencies, and then integrated over
frequency to give the echo signal samplesg̃e@n#. Taking the
discrete Fourier transform and finding the magnitude, we ar-
rive at the predicted echo spectrum,uG̃e@k#u. Finally, the
predicted spectral centroid,f̃ c(e8), was computed from Eq.
~5!, whereuG̃e@k#u replaceduGe@k#u.

III. RESULTS

Sound speed. Figure 3 shows that the speed of sound
does not vary significantly over the range 0<e8<0.2 for
three oil-in-gel dispersion samples, all having scatterers
more compressible than the background gelatin. Invariance
was determined by finding that all the measurement points
for a given sample fall within the 99% confidence interval
~66.9 m/s! about the mean value for that sample. Including
data from type I media with stiff scatterers~not shown in Fig.
3!, we determined the speeds of sound in each sample tested
were independent of the applied strain, i.e.,c(e8,T)5c(T).

Attenuation. Figure 4 shows the relative change in the
attenuation coefficient for samples whene8<0.2. There is a
slight increase with compression, e.g., the linear regression
analysis gives b(e8)5a(e8)/a050.76e810.993 at 2.5
MHz and b~e8!50.25e810.991 at 5.0 MHz. There is no
physical reason for assuming a linear dependence, so these
equations are just a convenience. One point at 2.5 MHz and
one at 5 MHz fall outside the 99% confidence interval for
stating that the expected value forb is one.

FIG. 2. An illustration of sample deformation. Stiff scatterers redistribute
but do not deform during uniaxial compression. Soft spherical scatterers
redistribute and deform into oblate spheroids during deformation. Scatterers
are not to scale.

3246 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Insana et al.: Ultrasonic properties of random media



The apparent increases inb with e8 in Fig. 4 could result
from the changing geometry of the experiment rather than
material properties of the sample. Because sound speeds are
significantly higher in all samples (1556 m/s<c<1590 m/s)
than in the surrounding water~1483 m/s!, it is possible that
compression varies the degree of sound wave refraction and
thus modifies the echo detected. We explored this possibility
by constructing samples A and B. Both are type I materials
and neither contained added scatterers. The only difference is

that sample A is 2.5 cm thick while sample B is 2.0 cm thick
~80% of A!. We also eliminated the thin Lexan compression
layer from the measurement and replaced it with a 2.5-cm
thick agar plate having a speed of sound matched to distilled
water at room temperature to avoid reverberation. The elastic
modulus of the agar was approximately 500 times that of the
gelatin sample and therefore did not deform significantly
during sample compression.

The attenuation coefficients, Eq.~3!, for uncompressed
samples A and B at 5 MHz areaA ~5 MHz, 0, 22 °C!50.69
60.12 dB/cm andaB ~5 MHz, 0, 22 °C!50.6460.16 dB/cm.
b~e8! increases slightly withe8 for sample A, similar to the
type I samples with scatterers@Fig. 4~b!#, reaching a maxi-
mum at b~0.2!51.043. The experimental conditions for
sample A compressed toe850.2 and uncompressed sample B
are identical, so the 7% attenuation difference, if significant,
can only be due to the stress in sample A. The difference is
not significant, however, because the lack of scatterers re-
duces the attenuation value and hence increases the relative
uncertainty:bB/A~0!5aB~0!/aA~0!50.92860.262~s.d.).

We conclude~a! that it is the varying measurement ge-
ometry and/or an absorption process in the stressed gelatin
that produces a small increase in attenuation withe8, the
former being most likely.~b! Surface reverberations and the
magnitude of volumetric scattering do not affectb. ~c! There
is no significant difference inb for type I and II samples.
Consequently, we seta( f ,e8,T).a( f ,T) for the purpose of
spectral estimation. This decision is discussed further in Sec.
III and Appendix B.

Backscatter. Figure 5 suggests an obvious change in the
backscatter echo spectra withe8 for the corn oil sample. As
this sample is compressed, the amplitudes of high-frequency
spectral components are increased more than those at lower
frequencies. This trend is more clearly visible in the mea-
sured centroid shifts plotted in Fig. 6;D f c5 f c(e8)2 f̄ c(0),
where f̄ c(0) is the average value for all six uncompressed
samples listed in Tables I and II. Note thatf c(0) is deter-
mined primarily by the response of the ultrasound system for
random scattering media, so it is not surprising that the cen-
troids measured for each undeformed sample are similar. For
0<e8<0.3, the centroid shifts measured for the two glass-in-
gel samples were essentially zero. That is expected for stiff
scatterers that are spatially reoriented but not individually

FIG. 3. Speeds of sound are plotted as a function of percent compression for
oil-in-gel dispersions:d, sample 3;s, sample 4; andh, sample 5. Sample
numbers are listed in Tables I and II. Error bars indicate6one standard
deviation.

FIG. 4. Attenuation coefficients in dB/cm, normalized by the values at 0%
compression,b(e8)5a(e8)/a0 , are plotted versus percent compression.~a!
2.5 MHz and~b! 5.0 MHz.n, sample 1;L, sample 2;d, sample 3; andh,
sample 5. Error bars indicate6sb . In ~b!, points labeled A and B refer to
measurements on samples A and B, as discussed in Sec. III. The solid line is
b~e8!51 and the dashed lines define the 99% confidence interval that the
expected value is unity.

FIG. 5. Backscattered echo spectra via Eq.~4! are plotted for sample 3 at
0% ~solid!, 10% ~dotted!, 20% ~dashed!, and 30%~dot–dashed! compres-
sion.
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deformed—the scattering function is unchanged. The num-
ber density of scatterers remains constant withe8 because the
gelatin volume is conserved under deformation. However,
liquid oil scatterers, being softer than the gel, easily deform
with the gelatin, which alters the scattering function. Since
the centroid frequency increases, it appears that the change in
oil drop shape results in increased scattering at higher fre-
quencies.

Measured values ofD f c for oil-in-gel samples are plot-
ted as points along with predicted values,D f̃ c , displayed as
solid lines in Fig. 6. We see larger centroid shifts for smaller
oil drops at higher compressions. We examined the surface
of several oil-in-gel samples under an inspection microscope
and found that the two corn oil and the peanut oil samples
had the smallest mean oil-drop diameter, roughly 20mm.
The average diameter of mineral oil drops was much larger,
roughly 400mm. The oil-drop size appears to be determined
by oil viscosity and mixing time. The agreement among mea-
sured and predicted values in Fig. 6 leads us to conclude that
the deformation of scatterers softer than the background pro-
duces measurable and predictable changes in themeanecho
spectrum not observed with scatterers much stiffer than the
background.

Samples were found to fracture at 0.3,e8,0.4. There-
fore c, a measurements were limited toe8,0.2 to ensure
sample integrity for scattering measurements. Echo spectra
were acquired on each sample at 5% increments until frac-
tures became evident.

IV. DISCUSSION

Scattering in most soft biological tissues is believed to
be a small percentage of the total attenuation. Absorption
mechanisms dominate propagational losses.26 Based on more
than a decade of experimentation with phantoms, our impres-
sions are that scattering equals or exceeds absorptive losses
in glass-in-gel samples with glass-sphere diameters greater
than 20 mm, and absorption dominates attenuation in the
oil-in-gel dispersion samples. However, measurements of to-
tal scattering cross sections are needed to make that determi-

nation, and those measurements have not been made. Given
these observations, it is not surprising that the mean echo
spectrum in compressed dispersions can change without sig-
nificantly affecting attenuation. We did not correct the spec-
tral estimates for the slight increase in attenuation withe8.
Had we applied the correction, the centroid shiftD f c would
be slightly larger and the difference between type I and II
scatterers in Fig. 6 would be greater. Also, correcting echo
spectra forb~e8! would yield an in increaseD f c for type I
materials, which seems likely. These effects are examined
quantitatively in Appendix B.

The observed spectral variance suggests that echo wave-
forms from lipid-filled biological media, such as breast tis-
sue, can decorrelate when strained. Figure 6 shows thatD f c

is proportional toe8 for compressions up to 10%. Greater
than 10%, the magnitude of the centroid shift depends on
scatterer diameter, increasing faster for smaller Rayleigh
scatterers than larger Mie scatterers. This source of wave-
form decorrelation, which has not been discussed in the lit-
erature previously, could pose fundamental limitations for
elasticity imaging of tissues with lipid-filled scattering sites.

We anticipated the effects of simple scaling strains on
the frequency response of scattering from randompoint tar-
gets, and suggested a pulse-shaping method to mitigate
waveform decorrelation.11 Pulse shaping would be helpful
for strain estimation in the glass-in-gel samples. However,
the deformation of finite-size scatterers, as described in this
report, further decorrelates echo waveforms in a manner that
cannot be anticipated or compensated in an individual spec-
trum, e.g., that from a single time series. Scatterer deforma-
tion changes the scattering response and hence is an irrevers-
ible source of echo decorrelation. Strain imaging algorithms
that work well in simulation or using phantom data, usually
perform at a reduced level in tissues, in the sense that decor-
relation noise is increased.27

Spectral variance poses problems for strain imaging but
also offers opportunities to identify the sources of scattering
in biological media. Measurements ofD f c in breast tissues,
for example, may be used to distinguish the relative contri-
bution of scattering from collagen-filled~stiff! versus lipid-
filled ~soft! structures. IfD f c50, we can assume any lipid
component to the tissue acts as a matrix media that contains
scatterers but does not scatter sound significantly. Alterna-
tively, if the centroid increases linearly with compression,
then it is likely that soft, deformable scatterers play a signifi-
cant role in echo formation.

V. CONCLUSIONS

The average sound speed, attenuation, and echo spec-
trum from random, tissue-like scattering media containing
stiff spheres is unchanged by uniaxial compressions up to
40%. This finding verifies a fundamental assumption re-
quired for strain imaging using these media. However, the
mean echo spectrum increases with compressive strain pref-
erentially at high frequency and in a predictable manner for
media containing deformable scatterers. Consequently, the
use of ultrasonic echoes to track movement of lipid-filled
scattering objects in the body will suffer additional wave-
form decorrelation in proportion toe8. These effects were

FIG. 6. Measured change in centroid values for stiff scatterers~L, sample 1
and,, sample 2! and soft scatterers~d, sample 3;1, sample 38; s, sample
5; andh, sample 6!. Measured values obtained via Eq.~5! were subtracted
from the average value of all samples measured at 0% compression. Data
from the mineral oil sample is marked MO. Solid curves are predicted
centroid shifts for oil-droplet spheroidal scatterers with uncompressed diam-
eters of 20 and 400mm.
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observed in phantoms but have yet to be examined in bio-
logical tissues. Our results suggest caution in designing
strain imaging techniques and new opportunities for identi-
fying scattering sources in biological media.

ACKNOWLEDGMENTS

The valuable assistance of Birgit Trummer and Gernot
Plevnik is gratefully acknowledged. This study was sup-
ported in part by National Institute of Health NIH Grant No.
CA82497.

APPENDIX A

In this appendix we briefly summarize the scattering
equation for the oblate spheroid described by Senior and
Uslenghi,28 which is applied in the last part of Sec. II.

An oblate spheroid is formed by rotating an ellipse about
its minor axis. Plane sound waves at wavelengthl and tem-
poral frequencyf,

pi5exp@ i2p~x3 /l2 f t !#, ~A1!

are assumed to be incident on the spheroid. The minor spher-
oid axis, direction of wave propagation, and direction of the
applied deformation force are all oriented alongx3 ~Fig. 1!.
The time-independent form of the scattered pressure in the
farfield of one acoustically soft spheroid~‘‘soft’’ means the
pressure difference across the scatterer surface is zero! is

pf522(
n50

`
i n

Nn~2 iq !

Rn
~1!~2 iq,i j1!

Rn
~3!~2 iq,i j1!

3Rn
~3!~2 iq,i j1!Sn~2 iq,21!Sn~2 iq,h!. ~A2!

~j,h,f! are spheroidal coordinates related to rectangular co-
ordinates (x1 ,x2 ,x3) via

x15
b

2
A~j211!~12h2! cosf,

~A3!

x25
b

2
A~j211!~12h2! sinf, x35

b

2
jh,

where 0<j,`, 21<h<1, and 0<f,2p. j andh contours
form sets of confocal ellipses and hyperbolas, respectively,
that have been rotated about the minor axis, which is parallel
to x3 . The surfaceuju5j1 ~constant! defines the scatterer
boundary with major axis lengthb(j211)5r 0 /A12e8 and
minor axis lengthbuju5(12e8)r 0 . The last two expressions
give the relationship between engineering strain and scatterer
geometry in elliptical coordinates.q is the product of the
wave number, 2p/l, and half the elliptical interfocal dis-
tance,b/2.

The advantage of elliptical coordinates is that the wave
equation becomes separable in terms of radial and angular
solutions. Rn

( j )(2 ic8,i j), j 51,2,3 are radial spheroidal
wave functions of thejth kind, andSn(2 ic8,h) are angular
spheroidal wave functions, wheren is a positive integer.
@Note that plane waves incident along the minor axis means
that the subscript integerm found for these wave functions in
~Ref. 28! is zero. For example,Rmn

( j ) (2 ic8,i j)um50[Rn
( j )

(2 ic8,i j).# These are the radial and angular ‘‘solutions’’ to

the wave equation in spheroidal coordinates.Sn(2 ic8,h) are
found from expansions in associated Legendre functions of
the first kind.29 Similarly, Rn

( j )(2 ic8,i j) are formed from
sums of weighed spherical Bessel functions.Nn(2 ic8) are
functions of associated constants, including eigenvalues for
the differential equation. These are formed using recurrence
formulas and tables of constants given by Flammer.29 The
notation, derivations, and formulas coded inFORTRAN and
MATLAB for our application are due to Flammer, although
relations described by Lowan in Chap. 21 of Abramowitz
and Stegun on spherical wavefunctions30 were helpful. Read-
ers wishing to do the same should be aware of differences in
the coordinate systems used in these28–31 and other refer-
ences and a few typos, e.g., a missing minus sign in Eq.
~3.1.7! in Ref. 29.

Tabulated values for functions and constants are given in
several of the references cited above. These were used to
determine the number of terms in the respective sums needed
for convergence. Convergence was established when the
computed values varied from the tabulated values less than
0.01%.

APPENDIX B

In this appendix we explore the magnitude of the effects
of ultrasonic frequency-dependent attenuation on the spectral
centroid and explains our model for echo formation.

Assume a linear, time-invariant imaging system that
maps the acoustic impedance function for the object being
scanned,z(x) into an echo samplegm via the convolution
integral adapted from Maurice and Bertrand,32

gm5F E
2`

`

dx hS tm2
2x

c D z9~x!G1nm .

Acoustic impedance and its second derivative,z9
5]2z/]x2, are generally functions of three spatial dimen-
sions but for this purpose are simplified to one dimensionx.
Derivatives are taken along the direction of wave travel.nm

is a noise sample.h(t) is the pulse-echo impulse response,
having carrier frequencyf 0 and pulse-length parameters t ,
that we model for all timet assuming the Gaussian form,

h~ t !5
1

A2ps t

exp~2t2/2s t
2!sin~2p f 0t !. ~B1!

It is known that if you represent the object functionz(x) as a
spatially uncorrelated Gaussian random variable, the ex-
pected frequency spectrum of the echo data is determined by
the impulse response of the imaging system.33 Furthermore,
it has been shown that the echo amplitude from a Gaussian
pulse undergoing Rayleigh scattering and exponential attenu-
ation remains Gaussian, although the peak frequency and
spectral width vary~see Appendix C in Ref. 34!. Conse-
quently, it is reasonable to represent the magnitude of the
echo frequency response as

uH~ f !u5exp@22p2~ f 2 f 0!2s t
2#, f >0 ~B2!

whereH( f ) is the Fourier transform ofh(t). From Eq.~5!, it
can be shown that the centroid frequency foruH( f )u is f 0 .

3249J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Insana et al.: Ultrasonic properties of random media



Our concern is the change in spectral centroid from ex-
cess attenuation caused by sample compression. We model
the effects of excess attenuation as a change in the frequency
response of the measurement system,

uH~ f ,e8!u5exp@22p2~ f 2 f 0!2s t
2#

3exp@2A~ f ,e8!#, f >0. ~B3!

The excess attenuation,A( f ,e8), is found from the ratio of
attenuation factors,

exp@2A~ f ,e8!#5
exp@22~aL2a0L0!#

exp@22a0~L2L0!#

5exp@22L~a2a0!#,

wherea[a( f ,e8)>a0[a( f ,0), andL0 , L are the sample
thicknesses before and after compression producing straine8.
Therefore

A~ f ,e8!52L~a2a0!52a0L0~12e8!~b21!, ~B4!

where b5a/a0 and e85(L02L)/L0 were defined previ-
ously. If there is no excess attenuation,a5a0 andA( f ,e8)
50.

We modeled the attenuation coefficient in Eq.~B4! as a
quadratic function of frequency,a05q01q1f 1q2f 2; see
Tables I and II. Defining the constantsC52L0(12e8)(b
21), C1511q2C/2p2s2, and combining the exponent of
Eq. ~B3! with Eq. ~B4! and the quadratic attenuation model,
we find

22p2s t
2S f 222 f f 01 f 0

21C
q01q1f 1q2f 2

2p2s t
2 D

522p2s t
2C1F f 22

2

C1
S f 02

Cq1

4p2s2D f 1
f 0

2

C1

1
Cq0

2p2s2C1
G . ~B5!

Adding and subtracting the term

1

C1
2 S f 02

Cq1

4p2s2D 2

from Eq. ~B5! allows us to complete the square and find

22p2s t
2C1H F f 2

1

C1
S f 02

Cq1

4p2s t
2D G2

2
f 0

2

C1
2 ~12C1!J

1
C2q1

2

8p2s t
2C1

22S Cq01
f 0q1C

C1
D . ~B6!

The effect of excess attenuationA~e8!.0 on the magnitude
of the backscattered spectrum is given by terms that depend
on frequency, viz., the first term in Eq.~B6!. The spectral
width is modified by the factorC1 and the centroid is down-
shifted from f 0 by the amount

1

C1
S f 02

Cq1

4p2s t
2D 2 f 0 . ~B7!

Figure 4~a! shows bmax.1.17 at e850.2. In all casesL0

52.54 cm. The coefficientsq0 , q1 , andq2 for the samples

are listed in Tables I and II~in dB!. For a Gaussian pulse at
2.5 MHz center frequency having a full-width-at-half-
maximum value of two wavelengths,s t51/A2 ln 2f0

50.34ms. With these values and Eq.~B7!, the attenuation-
compensated centroid shifts measured for the oil-in-gel
samples would increase values in Fig. 6, at most, by 13 kHz
at e850.2. Corresponding values ofD f c for the glass-in-gel
samples would increase, at most, 6.5 kHz for sample 1 and
4.1 kHz for sample 2 if compensated for attenuation. Thus
compensating for attenuation effects on the backscatter spec-
tra would increase the relative differences between the mea-
surements for type I and II samples shown in Fig. 6.
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A point process approach to assess the frequency
dependence of ultrasound backscattering by aggregating
red blood cells
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To study the shear-thinning rheological behavior of blood, an acoustical measurement of the
erythrocyte aggregation level can be obtained by analyzing the frequency dependence of ultrasonic
backscattering from blood. However, the relation that exists among the variables describing the
aggregation level and the backscattering coefficient needs to be better clarified. To achieve this
purpose, a three-dimensional random model, the Neyman–Scott point process, is proposed to
simulate red cell clustering in aggregative conditions at a low hematocrit (H,5%). Thefrequency
dependence of the backscattering coefficient of blood, in non-Rayleigh conditions, is analytically
derived from the model, as a function of the size distribution of the aggregates and of their mass
fractal dimension. Quantitative predictions of the backscatter increase due to red cell aggregation are
given. The parametric model of backscatter enables two descriptive indices of red cell aggregation
to be extracted from experimental data, the packing factorW and the size factorD. Previously
published backscatter measurements from porcine whole blood at 4.5% hematocrit, in the frequency
range of 3.5 MHz–12.5 MHz, are used to study the shear-rate dependence of these two indices.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1419092#

PACS numbers: 43.80.Cs, 43.80.Jz, 43.35.Bf@FD#

LIST OF SYMBOLS

a mean radius of the red blood cells
B a compact set of points
c speed of sound
C̄ relative impedance mismatch between red

cells and plasma
D mass fractal dimension
D size factor
d Dirac d-function
E@A# mathematical expected value of a random

variableA
f , f 0 , f i frequencies
f X(x) probability density function ofX
F eigenvectors matrix of the covariance ma-

trix E@XTX#
g(r) pair-correlation function
H hematocrit
I identity matrix
I incident intensity of the incident pressure wave
j A21
J(W,D) quadratic error to minimize for nonlinear

regression
Jmin minimal value ofJ(W,D)
k,ki incident wave vectors
x(k) backscattering coefficient
k0 compressibility
l cor correlation length
l wavelength
M total number of particles

m number density
m0 number density of the aggregates
N(x) local microscopic density
Nc ,Nc( i ) random numbers of particles per aggregate
nc mean number of particles per aggregate,

E@Nc#
dV solid angle of observation relatively to the

scattering volume
P probability
dP power of the backscattered wave indV
q scattering vector (22k for backscattering!
r spatial position of the observer
r0 mass density
S(q) structure factor5(1/M )u( i exp(2jq•xi)u2

( diagonal matrix of the eigenvalues of the
covariance matrixE@XTX#

s standard deviation ofX whenX is isotropic
sb(22k) backscattering cross-section
sc standard deviation of Nc , sc

25E@Nc
2#

2E@Nc#
2

AT transposition of a matrixA
Vs volume of the particle
VB volume of the compact setB
dV scattering volume
W packing factor5 limq→0 S(q)
X5$xi% i 51...M set of the random positions of the red

blood cells
X random position of a red cell inside a cen-

tered aggregate
Xi l position of the l th particle inside thei th

aggregate
x position within the scattering volumea!Electronic mail: guy.cloutier@umontreal.ca

3252 J. Acoust. Soc. Am. 110 (6), December 2001 0001-4966/2001/110(6)/3252/11/$18.00 © 2001 Acoustical Society of America



Y5$Yi% set of the random positions of the centers
of aggregates

Zp acoustical impedance of the particle

Z0 mean acoustical impedance
ZX(B) random number of particles ofX falling

into the compact setB

I. INTRODUCTION

Blood is a complex tissue to characterize by ultrasonic
means because of its heterogeneous structure. Blood inter-
acts with acoustic waves because of the presence of cells
flowing in the plasma~99% are red cells! that scatter ultra-
sound nonisotropically. The high density of red cells~their
volumic fraction reaches about 45%! and their ability to form
reversible aggregates under the cumulative effects of chemi-
cal, physical and hydrodynamic interactions create intricate
spatial structures that influence the scattering properties of
blood.

Clinically, the purpose of blood characterization by ul-
trasound is to offer the possibility of investigatingin vitro
andin vivo the rheological attributes of blood. The viscoelas-
ticity and the thixotropy of blood strongly depend on the
formation and disruption of red blood cell aggregates and
any disturbance in these mechanical parameters can alter the
micro and macrocirculation by initiating stasis zones, en-
hancing thrombus formation, and favoring tissue ischemia.1

It would consequently be relevant to assessin vivo the
hemorheological disorders of patients and to take them into
account in conventional cardiovascular risk profiles.2

Classical tissue characterization techniques consist of
finding the frequency dependence of attenuation and back-
scatter properties of the material and using them as acousti-
cal indicators of the underlying microstructure. This was
proven useful to detect diseased tissues in several clinical
applications. Infarcted myocardium,3 atherosclerotic carotid
arteries4 or cirrhotic livers5 were shown to have scattering
properties that differ from their healthy counterparts. Spec-
tral characterization of blood backscattering has already been
performed experimentally6–8 and has shown sensitivity to
the microstructural packing state of the red blood cells.

Theoretical efforts have been made to elucidate the re-
lation between the backscattering properties of blood, usu-
ally quantified by the value of the backscattering coefficient,
and the frequency of the incident wave, the hematocrit, the
flow condition~steady state or turbulent!, or the red cell ag-
gregation level.9–13 Twersky9 proposed a parameter called
packing factor to describe the backscattering coefficient of a
distribution of hard particles. The primary assumption of this
theory is that the spatial scale of the inhomogeneities in
acoustical impedance must be much smaller than the acous-
tical wavelength.

This approximation succeeds to explain the hematocrit
dependence of the backscattering by nonaggregating suspen-
sions of red cells but fails to predict the frequency depen-
dence observed in experimental conditions when red cell ag-
gregation is significant. As the packing factor is independent
on the frequency, the backscattering coefficient is expected
to increase linearly with the fourth power of the frequency14

in the low frequency approximation. However Yuan and
Shung,6 Fosteret al.,7 and Van der Heidenet al.8 observed

that the frequency dependence of blood is lower when the
flow rate is decreased, and thus when the aggregation is en-
hanced for frequencies as low as 3.5 MHz.

These results suggest that the theoretical understanding
of blood scattering at higher frequencies is incomplete. We
propose to generalize the packing factor theory for higher
frequencies by introducing the frequency-dependent struc-
ture factor. It is intended to use it as a spectral signature of
the aggregation process that is more relevant for ultrasonic
characterization than a single measurement at a low fre-
quency.

The purpose of this study was to predict the frequency
dependence of the backscattering coefficient from blood
characterized by different levels of red blood cell aggrega-
tion. It is hypothesized that the spatial pattern formed by the
aggregates of red cells governs the backscattering strength of
blood. Red cell positioning is modeled as a random spatial
point-process and it is considered that red cell aggregation
modifies the statistical parameters of this random phenom-
enon. The Neyman–Scott process~NSP! gives a random
framework that is convenient for the analytical derivation of
the backscattering coefficient. In this paper, the method used
to theoretically predict the backscattering coefficient of a
weak scattering suspension is described in Sec. II, then the
NSP is introduced in Sec. III to model red cell aggregation
and to derive the analytical expression of the backscattering
properties of blood. In Sec. IV, results on the predicted ef-
fects of red cell aggregation on the backscattering coefficient
are given, and the question of inferring descriptive aggrega-
tion parameters using experimental backscatter data is dis-
cussed.

II. SCATTERING BY A SUSPENSION OF WEAK
SCATTERERS

A. Decomposition of the backscattering coefficient

The propagation of an acoustic wave into a linear me-
dium depends on the spatial distribution of densityr0(x) and
compressibilityk0(x), wherex represents the spatial posi-
tion. When these spatial functions are precisely known, the
wave equation can be theoretically solved once the source
parameters are given, and conveys the relation between the
pressure measured at the surface of the receiver and the vari-
ous acoustic properties of the medium. In a heterogeneous
medium like blood, it would be difficult to describe accu-
rately the exact spatial distributions of density and compress-
ibility. This is why the propagation medium is seen, in this
article, as a realization of a random process which can be
characterized by statistical mean parameters that depict its
macroscopical properties. Measurement of the backscattering
properties of a sample of this material should provide clues
on the value of these mean parameters as shown in this sec-
tion.
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In this paper, we assume that an ideal backscattering
experiment~Fig. 1! consists of the insonification of a mate-
rial volumedV by a monochromatic pressure plane wave of
intensityI incident and by the measurement of the powerdP of
the backscattered wave into a small solid angledV. The
result is expressed in normalized terms~m21 sr21! by the
differential backscattering coefficient. If the incident plane
wave has a wave vectork (uku52p/l, l being the wave-
length!, the ~differential! backscattering coefficientx(k) is
defined by:

x~k!5
dP

I incidentdV dV
. ~1!

The fluctuations in density and compressibility within
blood are supposed small enough to hypothesize that the
Born approximation is valid. We also assume that the me-
dium dV is composed ofM5m dV identical spherical par-
ticles whose centers are positioned in$xi% i 51...M , m being the
number density of the particles. TheM particles are embed-
ded in a homogeneous medium~like the plasma! with a
mean characteristic acoustical impedanceZ0 .

These hypotheses allow to write the backscattering co-
efficient in the known factorized form:9

x~k!5mS~22k!sb~22k!. ~2!

In Eq. ~2! are introduced the structure factorS(q)
5(1/M )u( i 51

M e2 j q•xiu2, function of the scattering vectorq
522k, and the backscattering cross-section of the indi-
vidual scatterersb(22k).

For weak scattering spherical particles of radiusa and
volumeVs5

4
3pa3, the backscattering cross-section is given

by:15

sb~22k!5
1

4p2 Vs
2C̄2k4S 3

sin~2ka!22ka cos~2ka!

~2ka!3 D 2

, ~3!

where C̄5(Zp2Z0)/Z0 is the small relative mismatch be-
tweenZp , the particle impedance, andZ0 .

Equation~2! exhibits the expected result that the scatter-
ing strength of a tissue depends on the intrinsic acoustical
properties of the scatterers, described by the backscattering
cross-sectionsb(22k), and also on the spatial positioning
of particles whose second order statistics are described by
the structure factorS(q). The aggregation phenomenon is
supposed to only affect the structure factor, as red cell prop-
erties and hematocrit remain constant in the sample macro-
scopical volume.

B. Pair-correlation function of a point process and
structure factor

The structure factorS(q) can be influenced in a complex
way by the hematocritH, the geometric dimension of the
particle and also by the physical factors governing the aggre-
gation process. To theoretically estimate variations of the
structure factor, the positioning of the scatterers in the me-
dium is considered as a realization of a random point pro-
cess, that obeys a random model with average parameters
characterizing the aggregation level. Theoretically, a point
distribution can be described by its microscopic density
N(x):

N~x!5(
i 51

M

d~x2xi !, ~4!

whered is the Diracd-function andX5$xi% i 51...M are con-
sidered as random positions of the scatterers. WritingN̂(q)
5*N(x)e2 j q•x dx the Fourier transform of the microscopic
density, the mean structure factor can be derived from the
mean energy spectrum ofN(x) by:

S~q!5
E@ uN̂~q!u2#

M
, ~5!

whereE@ # represents the expected value of a random vari-
able. The pair-correlation function

g~r!5
P~xPX and x1rPX!

P~xPX!P~x1rPX!
,

can be related to the structure factor. WritingE@N(x)N(x
1r)#5m2g(r)1md(r), one derives9 for qÞ0:

S~q!511mE ~g~r!21!e2 j q•r dr. ~6!

This formula shows that variations of the pair-correlation
function induced by changes in the spatial organization of
the red cells will directly affect the structure factor and the
scattering properties of blood.

C. Correlation length and corresponding scattering
regimes

Depending on the relative values of the correlation
length l cor, defined byuru. l cor⇒g(r)51, and of the wave-
length l, two different aggregation regimes can be distin-
guished. This correlation length can be roughly seen as the
diameter of the clusters present in the medium.

1. Rayleigh scattering

When l cor!l, we have the low frequency approxima-
tion that leads to the definition of thepacking factor W, the
zero-frequency limit of the structure factor. This happens
when scatterers are aggregated in clusters much smaller than
the wavelength. In this case,

lim
q→0

S~q!5W511mE ~g~r!21!dr, ~7!

and

FIG. 1. Scattering experiments and symbols.
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x~k!5mWsb~22k!'
1

4p2 HWVsC̄
2k4. ~8!

A medium with uncorrelated particles, corresponding to
l cor'0 has thus a unit packing factor. A low hematocrit (H
,5%) suspension of nonaggregating red blood cells can be
approximated by such a model. The packing factor can be
seen as a corrective factor that takes into account the corre-
lations between positions of scatterers. The variations of the
packing factor with the hematocrit, polydispersity and shape
of hard particles have been theoretically studied by
Twersky.9,16 For nonaggregating particles,W tends toward 1
when the hematocritH is low, and vanishes whenH is close
to 100%, because, in this case, heterogeneities giving birth to
scattering no longer exist in the medium. The peak of low
frequency backscattering, that arises whenHW is maximal,
occurs forHmax'13% for nonaggregating spheres but can
vary with the shape of the scatterers or with the polydisper-
sity of the distribution.16

By definition,W does not depend on the frequency. This
low frequency approximation can thus only consider the
fourth power frequency dependence (k4) of the backscatter-
ing coefficient in the Rayleigh scattering regime.

2. Non-Rayleigh scattering and aggregation

At least two situations can provoke the irrelevance of the
low frequency approximation: either when the acoustical fre-
quency is increased~to obtain a better spatial resolution! or
when the aggregation level is so elevated that the correlation
length l cor becomes non-negligible compared to the wave-
length. One can test the validity of these assumptions by
estimating the frequency dependence of the backscattering
coefficient, which should be proportional tok4 under Ray-
leigh conditions.

Frequency dependencies of the backscattering coeffi-
cient of whole blood as low ask1.3 ~in the frequency range of
22–37 MHz,8 at a shear rate under 1 s21! or k0.4 ~in the range
30–70 MHz,7 at a shear rate of 0.16 s21! have been reported
in the literature. This shows that the Rayleigh approximation
is inappropriate to study scattering from aggregating red
cells as a function of the frequency. A particular random
spatial point process, the Neyman–Scott process~NSP!, is
proposed to predict the effect of aggregation on the backscat-
ter data and to clarify the relation between the frequency and
the backscattering coefficient.

III. MODELING OF RED CELL AGGREGATION BY THE
NEYMAN–SCOTT PROCESS

A. Random point processes

We consider that the set of positionsX5$xi% i 51...M of
the particle centers is the realization of a random spatial pro-
cess,M being either constant or a random variable such as
E@M #5m dV. To fully characterize a point process, one can
specify17 the random numbersZX(B) of points falling into a
compact setB included indV. The process of aggregation is
supposed locally stationary in the sample volume, which im-
plies that the random variableZX(B) depends only on the
shape ofB and not on the position of its center. The pair-

correlation function can simply be seen as a second order
property, whenB is the pair of points$x,x1r%:

g~r!5
P~xPX andx1rPX!

P~xPX!2

5
122P~ZX~$x%!50!1P~ZX~$x,x1r%!50!

@12P~ZX~$x%!50!#2 . ~9!

X is said to be a Poisson process with number densitym
whenZX(B) is a Poisson random variable with mean value
mVB , VB being the volume ofB. In this case, Eq.~9! with
P@ZX(B)50#5e2mVB gives g(r)51. No spatial structure
exists in the Poisson point process as the correlation length is
zero, and this is why a Poisson point process can be de-
scribed as a complete random distribution. The evaluation of
the structure factor gives, at all frequencies,S(q)51. A sta-
tionary Poisson point process thus cannot be an appropriate
model to simulate clusters of scatterers as encountered in
certain red cell aggregation conditions.

B. The Neyman–Scott point process

The Neyman–Scott process is a random point process
commonly used to model clusters of points. This random
model efficiently described different statistical spatial data
such as the positioning of trees in the forest,18 the distribu-
tion of precious stones in soil19 or the patterns of rainfall
cells.20

The red cells are supposed to be grouped in clusters
having random features obeying the same probability law.
We intend to characterize aggregate morphology by a small
number of geometrical quantities taken as aggregation indi-
ces. However, the relation between the different physical in-
teractions involved in the aggregation process~hydrodynam-
ics, depletion or bridging effects of the plasmatic
macromolecules, electrostatic forces! and the microstructural
factors defining the configurations of erythrocyte clusters
will not be directly modeled, as we only want to geometri-
cally describe the aggregation level.

The basis of a realization of an NSP lies on a Poisson
processY with a number densitym0 . Each pointYi is the
center of thei th cluster surrounded by a random number
Nc( i ) of points, sampled from a random variableNc . To
construct this cluster, Nc( i ) independent realizations
$Xi l % l 51...Nc( i ) of a random vectorX are generated, and the
Nc( i ) points Yi1Xi l compose the cluster. The microscopic
densityN(x) can then be written as:

N~x!5(
i

(
l 51

Nc~ i !

d~x2Yi2Xi l !. ~10!

The parameters needed to fully describe the NSP are thus:

~1! the number densitym0 of the centers of clusters$Yi%,
~2! the discrete probability density functionP(Nc5n) of the

random numberNc of points per cluster,
~3! the spatial probability density functionf X(x) of the ran-

dom vectorX ~with mean 0!, that characterizes the clus-
ter size.
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The characteristic function and the two first moments of
the discrete distributionZNSP(B) have already been
computed17 as a function of the moments ofNc (nc

5E@Nc# andsc
25Var@Nc#), of f X(x) and of the shape ofB.

The number densitym equalsm0nc and the pair-correlation
function g(r) can be determined and is given by:

g~r!511
1

mS sc
2

nc
1nc21D E f X~x! f X~x1r!dx. ~11!

According to Eq.~6!, the structure factor can also be
derived by computing the Fourier transform ofg(r)21:

S~q!511S sc
2

nc
1nc21D U E f X~x!e2 j q•x dxU2

. ~12!

C. Aggregation parameters

The random spatial probability densityf X(x) physically
characterizes the spatial dimension of the clusters by deter-
mining the dispersion of the red cells around the center of an
aggregate. We consider here the simplest random vector dis-
tribution to modelf X(x), i.e., the Gaussian model with zero
mean and covariance matrixE@XTX#5FTSF. The diagonal
matrix S represents the spatial standard deviations in the
principal axes, and the orthogonal matrixF is the matrix of
the unitary principal axes$e1 ,e2 ,e3% of the clusters. An an-
isotropic shape of the clusters would result in different eigen-
values$s1

2>s2
2>s3

2% of the covariance matrixE@XTX#. On
the contrary, if the clusters are isotropic, the covariance ma-
trix takes a simple spherical form:E@XTX#5s2I , whereI is
the identity matrix.

The structure factor can then be analytically computed
by using Eq.~12!:

S~q!511S sc
2

nc
1nc21Dexp@2~Fq!TS~Fq!#. ~13!

If the clusters are isotropic, the pair-correlation function
and the structure factor have a simpler expression:

g~r!511
1

4p3/2ms3 S sc
2

nc
1nc21Dexp@2223/2ur/su2#,

~14!

and

S~q!511S sc
2

nc
1nc21Dexp@2usqu2#. ~15!

To link the spatial standard deviations, related to the
gyration radius of the clusters, to the first two moments
$nc ,sc% of Nc , a fractal-like behavior is assumed by
writing:21

s/a5~nc21!1/D. ~16!

The fractal dimensionD morphologically characterizes
the growth process of the aggregates. Linear aggregates as
the rouleaux have a fractal dimension close to 1, whereas
compact spherical aggregates have a greater fractal dimen-
sion close to 3. As an isotropic model was adopted in the
current study,D is related to the packing compactness of the

aggregates. The distance between particles of the same clus-
ter tends to decrease whenD increases.

Combination of Eq.~15! and Eq.~16! yields the expres-
sion of the Gaussian isotropic structure factor:

S~q!511~W21!expS 2
uaqu2

2D2 D . ~17!

Two nondimensional aggregation parameters,W, the packing
factor, andD, a size factor, contribute toS(q):

~1! W5nc1(sc
2/nc) increases when the number of cells per

aggregate grows.W can be seen as an indicator of the
size of aggregates in terms ofnumberof cells per aggre-
gate.W is the limit of the structure factor when the in-
cident frequency tends toward zero.

~2! D5(1/A2)(nc21)21/D5a/(A2s) decreases when the
spatial dimension of the cluster increases. This indexD
is related to thespatialextent of the clusters and controls
the rate of decrease of the structure factor betweenW
and 1, when varying the incident frequency.

Figure 2 illustrates spatial patterns generated by the
NSP. Three 2D realizations~2D simulations are here shown
for convenience but all results presented in the rest of the
paper are three-dimensional! are shown in a unit window
with H50.4, a50.01, D52, and withNc , taken as a ran-
dom integer uniformly distributed between 1 and 2nc21,
with nc51, 5 and 15. Table I gives the packing factors and
the size factors corresponding to these configurations.

D. Analytical formulation of the backscattering
coefficient

By substituting Eqs.~17! and~3! into Eq.~2!, and noting
that m5H/Vs , one obtains the backscattering coefficient of

FIG. 2. 2D realizations of a Neyman–Scott model in a unit window.H
50.4,a50.01,D52. Nc is uniformly taken between 1 and 2nc21, where
~a! nc51, ~b! nc55, ~c! nc515.
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a medium composed of weak scattering spherical particles
with an arrangement described by an isotropic Gaussian
Neyman–Scott model:

x$W,D%~k!5
1

3pa
HC̄2~ka!4F3

sin 2ka22ka cos 2ka

~2ka!3 G2

3~11~W21!e22~ka!2/D2
!. ~18!

IV. RESULTS AND DISCUSSION

Because of the variations of the structure factor with the
packing factorW and the size factorD, the backscattering
coefficient of blood varies with the morphology of the red
cell aggregates. Depending on the range of frequencies stud-
ied, the sensitivity of the backscattering coefficient to
changes in aggregation properties can also vary. The pro-
posed model allows to evaluate both the effect of the aggre-
gate size, quantified by the two first moments of the random
number of cells per aggregate,nc andsc , and the effect of
the geometrical compactness of the aggregates, described by
the mass fractal dimensionD. In this section, the effect of
these factors on the frequency dependence of the backscatter-
ing coefficient is studied, and an inversion method is pro-
posed to infer aggregation level of porcine red blood cells
from experimental backscatter data previously reported in
the literature.6

A. Relation between the backscattering coefficient
and the frequency

Figure 3 shows the relation between the backscattering
coefficient of diluted porcine blood, computed by the model,
and the incident frequency for varying sizes of aggregates
(D52, sc /nc510%). The chosen hematocrit wasH
54.5%. The radiusa of the red cells was 2.5mm, and the
relative impedance mismach was chosen at 0.11 by taking
published values22 of the compressibilities and densities of
the porcine red cells and of the plasma. The speed of sound
c was assumed to be 1540 m s21.

Several features should be noted, depending on the
range of frequencies studied.

• At very low frequencies, the red cells in a single aggregate
are concentrated in a domain much smaller than the acous-
tical wavelength and consequently scatter coherently with-
out phase delay. The aggregates can then be considered as
single Rayleigh scatterers with an effective volumeWVs .
Since the central positions of the aggregates are spatially
Poisson-distributed in the NSP~at this low hematocrit con-
dition!, the backscattered power is simply proportional to
WVs , and thus is sensitive to variations of the number of
cells per aggregate. Furthermore, Rayleigh scattering im-
plies that the backscattering coefficient increases propor-
tionally with k4, as observed in Fig. 3.

• At very high frequencies, red cells are separated by dis-
tances corresponding to many wavelengths. Phases be-
tween backscattered echoes are then uniformly distributed
between 0 and 2p and the structure factorS(q) becomes
1. The backscattered power is no longer sensitive to the
aggregation process but only to the intrinsic properties of
the red cells. Figure 3 shows that all curves asymptotically
approach this aggregation-independent form. When the
frequency reaches 1.373(c/2pa)5134 MHz~correspond-
ing to the maximal backscattering cross-section of the red

FIG. 3. The backscattering coefficient
of porcine blood as a function of the
frequency for different aggregation
conditions as predicted by the
Neyman–Scott modeling.

TABLE I. Values of the packing factor and of the size factor for the 2D
simulations shown in Fig. 2. The fractal dimension isD52.

nc W D s/a

1 1 1` 0
5 6.3 0.35 2

15 19.7 0.19 3.7
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cell!, the backscattering coefficient has a maximal value
and then further decreases because of the progressive can-
cellation of the echoes scattered by the spherical particles.
This results from the fact that the wavelets backscattered
by boundaries of the particles interfere when the dimen-
sions of the particle are comparable to the wavelength.

• The intermediate frequency range between the two previ-
ous scattering regimes is characterized by a decrease of the
spectral slope] logx(k)/] logk. When the gyration radius
of the aggregates is elevated, the size factorD decreases.
This transition then appears at lower frequencies and is
more pronounced when the packing factorW has a high
value. The experimental observation that the frequency de-
pendence decreases in presence of red cell aggregates
could be explained by this transitional scattering behavior:
non-Rayleigh effects occur more markedly when aggre-
gates are present.

B. Relation between the backscattering coefficient
and the size of aggregates

Figure 4 shows the variations of the backscattering
coefficient at three fixed frequencies~5 MHz, 15 MHz and
40 MHz! as a function of the mean number of cells per
aggregate and fractal dimensionD. A constant hematocrit
H54.5% and a polydispersity characterized bysc /nc

510% were used for these computations. Results are pre-
sented in terms of the power increase~in dB! due to the
aggregation in comparison with the disaggregated state
@whenS(q)51].

The increase in backscattered power due to aggregation
is conditioned both by the fractal dimension of the clusters
and by the mean number of particles inside the aggregate.

Whennc!(l/a)D, the power increase is simply propor-
tional tonc : the suspension behaves as a collection of bigger
particles with sizes that satisfies the Rayleigh hypothesis

s!l. Combination of a compact growth of aggregates (D
'3) and of a low frequency insonification results in this
type of scattering.

After this linear increase, the raise in power peaks and is
controlled by the unphasing. The higher the frequency, the
less pronounced is the relative increase of the backscatter
due to aggregation.

A spatial growth of the aggregates, without variation of
the number of cells per aggregate, would result in phase
differences between echoes coming from the cells of the
cluster and thus in a decrease of the backscattered power. On
the other hand, an increase of the number of scatterers in the
clusters, keeping the aggregate volume constant, increases
the scattering strength of each aggregate. These reasons ex-
plain why an increase ofnc has two competitive effects: an
increase of the power due to the compaction of the aggre-
gate, and a decrease of the power due to the spatial dilation
of the aggregates resulting in incoherent echoes.

Generally, for a fixed number of cells per clusters, the
power increase is bigger when the clusters are compact,
and thus whenD is closer to 3. The effect of the fractal
dimension is more pronounced when the aggregates are
bigger.

As shown in Fig. 4, in aggregative conditions, a level of
backscattering coefficient ambiguously corresponds to two
different values ofnc . Moreover, the fact that two factors,W
and D, characterize the NSP, shows that at least two mea-
surements must be accomplished to estimate their values.
This therefore suggests that a good characterization of the
aggregation phenomenon requires measurements on a large
band of frequencies rather than at a single frequency. The
following subsection gives a method to extract morphologi-
cal informations on the aggregates by performing measure-
ments over a whole range of frequencies. This can be tech-
nically achieved by using either a broadband transducer that
emits short pulses and by making a spectral analysis of the

FIG. 4. The backscattered power in-
crease due to the aggregation of red
blood cells as predicted by the
Neyman–Scott modeling, as a func-
tion of the mean number of cells per
aggregatenc , for different frequencies
and fractal dimensions of aggregates.
The hematocrit is fixed atH54.5%
and the polydispersity is characterized
by sc /nc510%. The reference power
is the disaggregated state, whennc

51 andsc50.
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backscattered signal, or by using several transducers with
different central frequencies.

C. Extraction of structural information on the
aggregation level from backscattering experiments

In Fig. 5, mean results of backscattering experiments
obtained by Yuan and Shung6 are presented for porcine
whole blood, circulating in a laminar shear flow, at a low
hematocritH54.5%. Thein vitro model, used by these au-
thors, allowed to control the flow rate inside a cylindrical
tube and consequently to modulate the aggregation level of
the red cells by changing the mean shear rate. Five different
transducers were used to study the frequency dependence of
the backscattering coefficient. Mean backscattering coeffi-
cients measured for mean shear rates of 2 s21, 10 s21 and 22
s21 are shown~the plasmatic fibrinogen concentration, a pro-
tein that affects the level of aggregation, was kept constant at
210 mg/dl in the three experiments!. As expected, at a fixed
frequency, the backscattering coefficient decreased when the
shear rate increased. The spectral slope is 4 at a shear rate of
22 s21 and decreases with decreasing shear rate~a power law
fitting between 3.5 MHz and 12.5 MHz gives a mean spec-
tral slope of 3.7 for 10 s21, and 3 for 2 s21!.

To assess the aggregation state of the red cells for these
flowing conditions, a regression method was used to estimate
the parametersW and D. The analytical expression of the
structure factor obtained by the model was fitted to experi-
mental structure factors derived from experimental measure-
ments of backscattering coefficients.

Supposing that the experimental backscattering coeffi-
cients$x i% i 51...M f

were measured atM f different frequencies

$ f i% i 51...M f
, the corresponding experimental structure factors

$Si% i 51...M f
can be computed by using Eq.~2!. Noting ki

52p f i /c the sequence of wave numbers, one obtains:

Si5
Vsx i

Hsb~22ki !

with

sb~22ki !5
4a2

9
~kia!4C̄2U3sin 2kia22kia cos 2kia

~2kia!3 U2

.

~19!

If the blood sample is characterized by the structure fac-
tor W and the size factorD, the theoretical structure factors
at the same frequencies should be given by Eq.~17!:

Si
theory511~W21!expS 2

f i
2

2 f 0
2 D22D , ~20!

with f 05c/4pa549 MHz for porcine red blood cells.
A nonlinear regression on the parameters$W,D% was

performed by minimizing the mean quadratic errorJ(W,D)
between the theoretical and the experimental values. It is a
two variables optimization problem that consists in minimiz-
ing a least-square criterion:

J~W,D!5
1

M f
(

i
~Si2Si

theory!2

5
1

M f
(

i
~Si212~W21!e2 f i

2/2f 0
2D22

!2. ~21!

The Nelder–Mead simplex algorithm was used to
solve this nonlinear regression problem. The estimates
$Ŵ,D̂% and the minimal valueJmin5J(Ŵ,D̂) correspond to
the best prediction errorJmin

1/2 . The resulting curves of the
frequency dependence of the backscattering coefficient ap-
pear in Fig. 5.

Table II gives the numerical values of the aggregation
parameters obtained by this fitting procedure. The aggregate
spatial extentŝ and the packing factorŴ are both decreasing

FIG. 5. Experimental backscatter data
obtained by Yuan and Shung~Ref. 6!
for porcine whole blood flowing at dif-
ferent shear rates, for a hematocritH
54.5%. Fitted curves are also shown
with estimated values ofW ~packing
factor! ands/a ~normalized radius of
the aggregates!.
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with the shear rate. The hypothesis of the disruption of the
clusters with an increase of the shear forces is compatible
with this tendency.

To reconstitute the aggregate morphology, the three vari-
ables$nc ,sc ,D% are required, but the nonlinear regression
only supplies two factors. In order to estimate the moments
nc andsc of Nc , the fractal dimensionD is supposed to be
known. The estimated mean numbernĉ of red cells per ag-
gregate and the polydispersitys ĉ are computed by using the

two relationsŴ5nĉ1(sc
2̂/nĉ) and D̂5(1/A2)(nĉ21)21/D.

Table III gives the resulting values ofnĉ ands ĉ for different
fractal dimensions. Some fractal dimensions do not always
allow the inversion of the relation, which shows that they
may not be physically possible. For a shear rate of 10 s21,
e.g., ŝc

2 is found negative forD53: the aggregates must
have a lower fractal dimension than 3. For a high shear rate,
the fractal dimension has a low impact because the size of
the aggregates remains small.

Three-dimensional realizations of the NSP are generated
to visually show the spatial organization of the red cell ag-
gregates~Figs. 6, 7, 8!. The random number of cells per
aggregate (Nc) is supposed to follow a log-normal
distribution23 with the fitted variance and mean. The chosen
hematocrit is still 4.5%. For these simulations, we hypoth-
esized that at a shear rate of 2 s21, the clusters are more
compact and thus have a fractal dimension close to 3,
whereas that for a shear rate of 10 s21, D is smaller~simu-
lation is generated forD52). When the shear rate is 22 s21,
the fractal dimension does not influence the structure be-
cause most of the aggregates are disrupted (nc'1).

D. Summary of the basic assumptions of the model,
its strengths and limitations

In this study, blood is considered as a medium with
weakly varying acoustical properties, as the mismatch be-
tween the red blood cell impedance and the plasmatic imped-
ance is only 11%. This allows one to use the Born approxi-
mation to relate the frequency-dependent backscattering
coefficient to the characteristics of the spatial distribution of
acoustical impedance. It was hypothesized that the red blood

cells, that create the fluctuations of impedance, are all similar
in shape, and that their relative positioning in the scattering
volume results from a stationary random process. The influ-
ence of the intrinsic physical properties of the red cells on
the backscattering properties of blood is well described by
the backscattering cross-sectionsb of a spherical particle in
the range of classical imaging frequencies. The influence of

FIG. 6. A realization of the Neyman–Scott process for fitted parametersnc ,
sc ands, corresponding to experiments with blood flowing at a shear rate
of 2 s21 and a hematocritH54.5%. The fractal dimensionD is 3. The
simulation was generated in a cube with dimensions of 150mm.

FIG. 7. A realization of the Neyman–Scott process for fitted parametersnc ,
sc ands, corresponding to experiments with blood flowing at a shear rate
of 10 s21 and a hematocritH54.5%. The fractal dimensionD is 2. The
simulation was generated in a cube with dimensions of 150mm.

TABLE II. Estimated values of the aggregation parameters corresponding to
experimental data obtained by Yuan and Shung~Ref. 6!.

Shear rate~s21! Ŵ D̂ ŝ/a error Jmin
1/2

2 305 0.31 4.6 21
10 17.6 0.51 2.8 0.8
22 3.7 1` 0 0.5

TABLE III. First moments~meannc and standard deviationsc) of the size
histogram as a function of the mass fractal dimensionD for the models fitted
to the experimental data of Yuan and Shung~Ref. 6!.

Shear rate
~s21!

nĉ

D51
s ĉ

D51
nĉ

D52
s ĉ

D52
nĉ

D53
s ĉ

D53

2 5.6 40.9 22.1 79 98.3 143
10 3.8 7.2 8.8 8.8 23 impossible
22 1 1.6 1 1.6 1 1.6
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the red cell aggregation level is investigated by modeling the
spatial density N(x) of the red cell positions by the
Neyman–Scott point process. The complexity of modeling
N(x) in physiological conditions comes from two reasons.
First, the high density of the red cells~about 53106 mm23!,
representing a normal hematocrit around 45%, imposes im-
portant restrictions on the random positioning of the red cells
because of their nonoverlapping. Second, the reversible ag-
gregation process favors the creation of groups of red cells
with varying morphologies. The NSP provides a statistical
description of the aggregates by characterizing their number
of cells and their spatial extent. The main advantage of the
NSP is the fact that it allows the analytical computation of
the Fourier spectrum ofN(x), which directly gives the fre-
quency dependent structure factor. It gives a parametric
model to the frequency dependence of backscatter experi-
mental data, and provides meaningful morphological features
of the aggregates ($W,D% or $nc ,sc% when the fractal di-
mensionD is known!, that are more physically relevant for
blood characterization than the absolute value of the back-
scattering coefficient or the spectral slope.

However, the simplicity of the NSP has a drawback:
constraints imposed by the high hematocrit behavior are not
taken into consideration. Equation~18! shows that the back-
scattering coefficient evolves linearly with the hematocrit
when the medium is described by the NSP. But it is known,
when the hematocrit is greater than a few percents, that the
ultrasonic backscatter of blood tends to decrease. For nonag-
gregating red blood cells (nc51 andsc50), the value of
the packing factor predicted by the NSP is 1, whereas in this
case W was shown12,24 to be hematocrit-dependent@for
spherical hard scatterers, the three-dimensional Percus–
Yevick approximation yieldsW'(12H)4/(112H)2]. This

nonlinear relation between the hematocrit and the back-
scattering coefficient cannot be predicted by the NSP. More-
over, the NSP generates clusters of points that allows cells
overlapping. When the medium is dense, this results in un-
realistic realizations. Experimentally, the linear relationship
between the backscattering coefficient and the hematocrit
was shown valid25 up toH'5%. One can therefore consider
that the NSP is appropriate to model red cell aggregate con-
figurations for a hematocrit under 5%.

Despite these limitations, these results could be clini-
cally valuable in hematological laboratories to study the
erythrocyte aggregability for blood sample adjusted to a
fixed low hematocrit.In vitro scattering measurements with
diluted red cell suspensions can provide flow dependence of
$W,D%, and would characterize the intrinsic properties of red
cells to aggregate. It may be of interest to note that optical
microscopic observations26 of red cell aggregates, already
used in research laboratories, are also performed at these low
hematocrits for adequate morphological measurements.

One fundamental interest of the Neyman–Scott model
was to distinguish intrinsic effects of the aggregation level
on the backscattering from the effect of hematocrit. Non-
Rayleigh effects associated with the growth of the gyration
radius of the aggregates were related to the frequency depen-
dence of the backscattering coefficient. However, to apply
inference techniques to blood characterization with more
physiological hematocrits~around 45%! to predict physical
parameters describing the aggregation process, spatial sto-
chastic processes that can both describe dense and aggrega-
tive media will have to be studied for modeling red cell
positioning. Unfortunately, more complex estimation tech-
niques are required to characterize them because spectral
properties of such random processes may not be analytically
calculated.

V. CONCLUSION

Ultrasound backscattering properties of blood are depen-
dent on the packing state of the red cells. It would be of
interest to use this dependence to quantitatively measure the
erythrocyte aggregation level by acoustical means. To reach
this goal, a clear understanding of the relation existing be-
tween the variables describing the aggregation state and the
backscatter data must be found. Most of the previous theo-
retical studies intended to clarify the hematocrit-dependence
of the backscattering, or concerned low frequency back-
scattering by non-Rayleigh red cell aggregates. However, the
influence of the aggregation level on the frequency depen-
dence of the backscattering was not directly addressed
whereas experimental results showed that at a low shear rate,
aggregates of red cells cannot be considered as Rayleigh
scatterers even at low frequencies.

To extend scattering theory to aggregating red cell sus-
pensions, the spatial pattern due to the clustering was mod-
eled by a random process. Considering that the erythrocyte
positioning is the realization of a Neyman–Scott process,
and using the Born approximation, the structure factor of a
low hematocrit (H,5%) but aggregative suspension of red
blood cells was predicted analytically, as a function of the
size distribution of the aggregates and of their mass fractal

FIG. 8. A realization of the Neyman–Scott process for fitted parametersnc ,
sc ands, corresponding to experiments with blood flowing at a shear rate
of 22 s21 and a hematocritH54.5%. The fractal dimensionD is 1. The
simulation was generated in a cube with dimensions of 150mm.
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dimension. This probabilist framework conveyed a paramet-
ric model to extract the average size of the clusters of red
cells and its polydispersity from backscatter data, assuming
that the mass fractal dimension is known. Experimental mea-
surements on a 4.5% hematocrit porcine blood obtained by
Yuan and Shung6 were used to test the efficiency of the
model. The disaggregation of the groups of red cells and the
decrease of the polydispersity, both associated with an in-
crease of the shear rate, could be determined by a regression
technique.

The NSP represents a first step to the random modeling
of the microstructural organization of red blood cells, that
helps to understand the frequency dependence of the back-
scattering properties of blood due to aggregation. It must be
emphasized thatS(q), the structure factor, is a crucial quan-
tity to determine for blood characterization. It reflects the
organization of the red cell network, equivalently to the pair
correlation function. The zero-frequency limit of the struc-
ture factor, the packing factorW, is useful to describe low
frequency scattering~Rayleigh scattering!. However, low
frequency measurements only give limited structural infor-
mations, as Bascom and Cobbold pointed out,10 because the
packing factorW does not uniquely define the pair correla-
tion function as the structure factor does. A spatial random
model, as the NSP, allows us to characterize the spectral
variations of the structure factor of a low hematocrit suspen-
sion by a small number of variables. This kind of parametric
approach reveals particularly useful when considering the
experimental difficulties in reliably measuring backscattering
coefficients of materials.27 Substantiala priori knowledge of
the frequency dependence is expected to compensate for the
uncertainties of the measurements. The NSP highlighted two
factors as the structure factorW and the size factorD, them-
selves related to meaningful geometrical properties of the red
cell aggregates. For high hematocrits and aggregative sus-
pensions, an appropriate model still remains to be found, to
discriminate such significant factors and to use them as clini-
cal indices of red cell aggregation.
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Habitat characteristics that affect transmission and degradation of acoustical signals should
influence strongly the evolution of bird songs. In this study propagation properties of songs of five
antbird species were measured in a rainforest in southern Venezuela. The investigated species
~Myrmothera campanisona, Thamnophilus aethiops, Thamnophilus amazonicus, Myrmotherula
axillaris, and Herpsilochmus dorsimaculatus! use different song post heights at all levels of the
rainforest. Because there is a height-specific pattern in degradation, it is hypothesized that their
songs are adapted to species-specific transmission paths. To test this assumption, transmission
parameters~excess attenuation, signal-to-noise ratio, and blur ratio! were measured for the songs at
five different heights and at three different distances. In three of the five species, the results indicate
a strong influence of environmental conditions on the design of the vocalizations. Degradation was
minimized by the concentration of the signal to a narrower frequency range, the usage of lower
frequencies, or a slower time structure for the songs near the ground. The results are discussed in
relation to acoustical models of sound propagation and physiology, and it is suggested that
height-dependent degradation within a forest is an important selection pressure for transmissibility
in avian communication. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1420385#

PACS numbers: 43.80.Ev, 43.80.Lb@WA#

I. INTRODUCTION

Several studies indicate that bird song frequencies~e.g.,
Jilka and Leisler, 1974; Morton, 1975; Nottebohm, 1975! or
time features~e.g., Cosens and Falls, 1984; Sorjonen, 1983;
Wiley, 1991; Badyaev and Leaf, 1997! are adapted to
species-specific habitats. Wiley and Richard~1978! consider
reverberations as a main factor for degradation of bird songs
in forested habitats and hypothesize that temporal properties
of songs of forest oscines have evolved to reduce the effects
of reverberations. Comparisons of songs of species of open
and closed habitats seemingly confirm this hypothesis, as
songs of inhabitants of more open habitats have shorter rep-
etition periods~Wiley, 1991; Badyaev and Leaf, 1997!. The
low-pitched, whistlelike bird songs in tropical rainforests,
which inspired some of the first studies of the adaptation of
bird vocalizations to habitat characteristics~e.g., Chappuis,
1971; Morton, 1975; Martenet al., 1977!, may thus counter
the effect of reverberations.

In our study, we visited the tropics to examine more
closely the propagation characteristics of bird songs at vari-
ous heights in a rainforest. It is the first experimental and
multi-species comparison of bird songs within a habitat type.
Our main hypothesis is that the songs of our study species
are adapted to different species-specific song post heights.
Inside a forest, the acoustic environment changes as it as-
cends from the ground to the canopy. Whereas near the
canopy, atmospheric turbulence can alter acoustical signals

~Richards and Wiley, 1980!, close to the ground, frequencies
below 1 kHz are extremely attenuated~‘‘ground effect,’’ Em-
bleton, 1996!. Stem and leave sizes become smaller higher in
the canopy, producing height-specific patterns of sound deg-
radation.

But what does adaptation of bird songs mean in this
context? Wiley and Richards~1982! point out that it is a
simplified view to assume that long-range signals have
evolved to be transmitted with the least alteration to the
greatest distances possible. Such signals adapted to an opti-
mal, not maximal, distance~Lemon et al., 1981!, and more
degradation itself may be a desirable characteristic for some
song elements if they are intended to reach only receivers
nearby ~e.g., mates, Dabelsteenet al., 1993!. Additionally,
blurring of signals can be used by birds as a distance~‘‘rang-
ing’’ ! and location cue~Richards, 1981!, which may contrib-
ute an important, ‘‘desired’’ feature of bird vocalizations
~Morton, 1982; McGregor and Krebs, 1984; Morton, 1986;
Shy and Morton, 1986; Morton and Derrickson, 1996; Hol-
landet al., 2001!. Conclusive evidence of the adaptation of a
signal feature would, therefore, need information about the
intended receivers~partners or neighbors or both!, the in-
tended transmission distances~home ranges, neighbor dis-
tances!, and the location of the receivers. Here we test a
simple ‘‘maximization’’ model~Morton, 1975; Lemonet al.,
1981!. We adopt an operational, nonhistorical view of adap-
tation~see Reeve and Sherman, 1993! and consider a song of
a single species as adapted to song post height if it shows a
lower degradation of the signal compared to the same signal
at other heights and relative to the overall pattern in degra-a!Electronic mail: e.nemeth@klivv.oeaw.ac.at
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dation in other species. To test the adaptation of songs to
singing post height, we recorded the songs of five sympatric
antbird species, which sing in different heights of a neotro-
pical rainforest. The species belong to the family of Tham-
nophilidae ~Amazonian AntshrikeThamnophilus amazoni-
cus, White-shouldered AntshrikeTh. aethiops, White-flanked
Antwren Myrmotherula axillaris, Spot-backed Antwren
Herpsilochmus dorsimaculatus! and Formicariidae~Thrush-
like Antpitta Myrmothera campanisona!. These recordings
were used to extract parts of the songs that were transmitted
over different distances and at different heights to compare
the degradation. Here, we use degradation as a general term
~sensuDabelsteenet al., 1993; Hollandet al., 1998! that en-
compasses any changes of a signal during transmission. We
measured three aspects:~i! excess attenuation~EA!, that is,
the attenuation that exceeds the predicted geometrical
spreading,~ii ! signal-to-noise ratio~SNR!, and~iii ! blurring,
which describes the amount of change in amplitude and fre-
quency modulations~Dabelsteenet al., 1993!.

II. METHODS

A. Study site

The study site, Surumoni~3° 108 279 N, 65° 408 199 W,
105 m a. s. l.!, is named after a small blackwater tributary of
the upper Orinoco and is situated 15 km west of the village
of La Esmeralda in southern Venezuela. It consists of a pri-
mary forest area, which has not been cleared since historic
time. A 40-m-high crane on 100-m-long rails allows access
to a 1.7-ha area of the forest. Average canopy height is
20–25 m, with the highest tree reaching 34 m. The average
stem diameter 1.5 m above ground~for stems.10 cm! is
19.8 cm with a maximum of 80 cm~Rainer and Horchler,
unpublished data!. Vegetation density was lowest in mid-
story, at approximately 10 to 15 m~Ellinger, in press!.

The bird fauna is typical for the Amazonian lowlands,
with 270 species having been identified at the crane location.
Recordings of the test songs were made in November–
December 1997. Experiments were done from 19 to 27 May
1998. During the transmission experiments, weather condi-
tions were rather constant: mean~range! for temperature
524.8 °C ~22.5 °C to 28.1 °C!, mean humidity588.4%
~100% at the ground to 73% in the canopy!, wind
speed,0.5 m/s ~J. Szarzynski, personal communication!.
Background noise in the range of 0–16 kHz varied during
the day from 35 to 55 dB SPL. Insects within a frequency
range from 3.15 to 12.5 kHz produced the main part of it
~Ellinger, in press!. As most of our birds use lower frequen-
cies and insect activity was not so intense during our experi-
ments, we had no insect masking of our test sounds.

B. Study birds and song post heights

The five antbird species were chosen because of their
sympatric occurrence, their close phylogenetic relationship,
and their different song post heights. In all these species,
both males and females sing. Both sexes of all species re-
acted to playback of their conspecific song by approaching
and singing. Whereas White-flanked Antwrens and Amazo-
nian Antshrikes accompany mixed flocks regularly, all other

species are described as more or less solitary~Ridgely and
Tudor, 1994!. The song post heights~at least 15 per species!
were estimated in November–December 1997 from sponta-
neous singing birds, thus excluding reactions to playback
tapes in the study area. Additional estimates of song post
heights were made in November 1998.

C. Measurements of song characteristics

All frequency and time characteristics of the songs of
the species were measured with Avisoft Sonagraph Pro. The
accuracy of time and frequency measurements depended on
the different window sizes and time settings of the son-
agrams~Beecher, 1988!. Maximums of 0.4 ms time and 5 Hz
frequency resolutions were achieved. We used the following
designations for the song characteristics: A song consists of
elements, which are the simplest units of continuous sound,
and pauses between the elements. The loudest frequency of a
song or element is the frequency at which it has maximum
energy as determined from a power spectrum.

D. Test sounds

Songs for transmission experiments were recorded 1.5 to
8 m from the birds without any obstacle between the micro-
phone and the birds using a Sony Professional Walkman
WM-DC6 or a Tascam DAP 1 DAT Recorder connected to
an AKG CK 62 ULS condenser microphone~omnidirectional
with linear frequency characteristic!. They were digitized
with a sampling rate of 44.1 kHz or transmitted digitally to a
computer. It was not possible to use full songs for the propa-
gation experiments, because they elicit strong acoustical re-
actions from the local birds that would superimpose on the
experimental recordings. For each species, a representative
part was selected, except in the White-shouldered Antshrike,
where the song is dominated by the fundamental and the first
overtone~see Fig. 2!. Here the song was divided into a lower
and higher frequency part, and two test sounds were used.
All six elements were filtered using a linear phase FIR~finite
impulse filter! of order 199~test sound: center frequency
kHz, frequency range kHz!: Thrush-like Antpitta: 0.875,
0.775–0.975; lower frequency: 0.625, 0.425–0.825; White-
shouldered Antshrike higher frequency: 1.275, 0.875–1.675;
White-flanked Antwren: 1.950, 1.225–2.425; Amazonian
Antshrike: 1.420, 0.68–2.68; Spot-backed Antwren: 1.420,
1.25–2.45. The test sounds consisted out of two to six ele-
ments with natural interelement pauses.

E. Transmission experiments

Five heights~0.15, 2, 6, 12.5, and 21 m! and three dis-
tances~17.5, 37, and 54.5 m! were chosen to represent song
posts and receiver locations. Microphone and loudspeaker
were mounted in the middle of a 40-cm-long beam orientated
perpendicular to the transmission distance and were moved
with strings to the designated heights~see Fig. 1!. The choice
of the distances was a compromise between several con-
straints:~i! the loudspeaker and microphone had to be moved
freely without disturbance by branches or leaves to the se-
lected heights,~ii ! all microphone and speaker locations were
within the study plot to allow fastening by using the crane,
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and ~iii ! all locations were as far as possible away~26 m!
from the rails of the crane to minimize possible acoustical
influences. In all positions microphone and loudspeaker were
approximately aligned. However, we corrected for slight de-
viations from the perfect line by adjusting the orientation of
the loudspeaker. Microphone and loudspeaker were always
at the same height, which resulted in 15 different transmis-
sion paths. In the experiments, the order of transmission
along different paths was randomly chosen. The whole se-
quence was repeated once. For analysis, we chose the record-
ings made during wind speeds below 0.5 m/s.

The test tape was transmitted from a Toshiba Satellite
notebook with a 16-bit New Media WAVjammer sound card
connected with a 30-m cable to a Sony SRS58 active loud-
speaker. The notebook operated with 220 V from a generator
350 m away; a car battery powered the loudspeaker. The
voltage of the battery was kept in a range of 12.7–12.9 V and
provided a constant outcome of the loudspeaker. The propa-
gation pattern of the loudspeaker was measured in an
anechoic chamber and can be characterized as omnidirec-
tional in all essentials. In the anechoic chamber we also es-
timated the frequency characteristics of the loudspeaker and
determined how these influence the output level~SPL! of the
test sounds. Then we corrected for the differences in SPL in
the determination of the SNR values of the transmitted
sounds. Thus, the test sounds are treated as if they had been
emitted with the same SPL. For the recordings, an AKG CK
62 ULS condenser microphone with a PK12-48 microphone
preamplifier was connected to a RENA MS1 microphone
amplifier and to a Tascam DAP 1 DAT-recorder. The sam-
pling frequency was 44.1 kHz.

Like the loudspeaker, the DAT recorder was calibrated
to allow for estimation of sound pressure levels of the rere-

corded test sounds. Before transmission, the test sounds were
put into random order on a computer with intervals of 2 s to
avoid forward masking and decrease the chance of interfer-
ence by other bird sounds in the forest. The random order
sequence was changed between each transmission experi-
ment using the software Cool Edit Pro. In each experiment,
this sequence was repeated eight times. We refer to the ex-
perimental recordings as the observation sounds, which are
compared with non-degraded model sounds in the data
analysis. The models were recorded with the same equip-
ment in an anechoic room in the Technical Institute Vienna
~TGM!. The microphone was 1.7 m away from the loud-
speaker to avoid near-field acoustic effects.

F. Data analysis

The observation sounds and the model sounds were
transferred digitally to a computer. Of the eight repetitions in
each experiment, the first four that were not superimposed by
other sounds or fluctuating wind noise were selected. One
second of undisturbed background noise was selected from
the 2 s of ‘‘silence’’ before each observation sound. The
element-specific filter settings for the test sounds were then
applied respectively to models, observation sounds, and
background noise periods.

The data analysis was based on the comparison of the
filtered observation sounds with the respective model sounds
@see Dabelsteenet al. ~1993! for further details and Holland
et al. ~1998!#. Specifically, we used three measures of attenu-
ation and degradation:~i! signal-to-noise ratio~SNR!, ~ii !
excess attenuation~EA!, which is the level of attenuation in
excess to the 6 dB/dd predicted by spherical spreading, and
~iii ! a blur ratio, which expresses the distortion in amplitude
and frequency patterns over time.

The SNR is calculated from the relation of the observa-
tion sound to the background noise. First, the energy of the
noise component~En! of the observation is measured from
the noise recordings immediately before each element. Then
model and observation were aligned in time by maximizing
the cross correlation between them to locate the exact begin-
ning of the attenuated sound. In the aligned position, the
energy of the observation sound~Ey! was determined and the
SNR calculated: SNR510 log@~Ey-En!/En#. Note that the
SNR ratio was corrected for the frequency-dependent output
level of the loudspeaker.

The EA is derived from the relation of the amplitude
functions~AFs! of model sound and observation sound. The
AFs of the sounds are created by Hilbert transformation@for
details, see Dabelsteen and Pedersen~1985!#, and then AFs
of model and observation are aligned by maximizing the
cross correlation. In the aligned position, the energy of the
observation was estimated by a factorkAF , which is neces-
sary to attenuate the model sound to the observation. Here
kAF was used to estimate the EA: EA5220 logkAF2A,
whereA is the attenuation caused by spherical spreading.

The energy of the difference signal (ExAF) between the
kAF attenuated model and the observation represents the blur-
ring of the observed sound. The ratio of the energy of this
difference signal to the energy of the observed sound
(ExAF /EyAF) is the blur ratio.

FIG. 1. Setup of the microphone for the transmission experiments. The
microphone is rigidly connected to a guide bar, which can be moved by a
string. The two guide strings are used to define the direction of the micro-
phone. The same mechanism was used for the loudspeaker.
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G. Fixed time periods of song as experimental unit

An important question was to decide which unit of song
we should use to compare the different species. As already
mentioned, the strong reactions of conspecific individuals
prohibited the transmission and measurement of whole
songs. We first thought to compare elements between the
species, but element length differs considerably among spe-
cies, from 25 ms in the Spot-backed Antwren to 235 ms in
the Thrush-like Antpitta, and preliminary measurements
showed that this leads to an underestimation of blurring in
the very short elements. Hence, we decided to standardize
the different test sounds to the same time period, which was
given by the shortest experimental song length of 290 ms.
Thus, the attenuation and degradation measures for all spe-
cies refer to the same amount of song time in each species. It
includes also the measurement of interelement pauses, which
is a deviation in the application of this method from former
studies~Dabelsteenet al., 1993; Hollandet al., 1998! and
influences the blur ratio values. In this procedural change
pauses are treated as part of the signal, and reverberations,
which fall into the silent parts of our test sounds, are counted
as blurring of the whole signal. This seems appropriate if we
consider trills in bird songs: because the units of a trill have
more or less the same frequency, single units can be masked
by reverberations of the previous ones~‘‘forward masking’’!,
and the whole signal can become unidentifiable. The same
condition applies to our study songs. All of them have simple
elements with more or less overlapping frequency ranges and

can be seen as trills with varying element and time structure
~see Fig. 2!. This approach assumes that the pause length
influences the blur ratio values. If we look at pause times,
which are shorter than the reverberation time~reverberation
time is here defined as measurable duration of reverberations
after one element!. Longer pauses mean more reverberations,
and a longer pause length increases the value of the blur
ratio. In the case of our experimental sounds, we had a fixed
absolute duration for all species-specific sounds. Here the
ratio of total pause time to element time can determine the
degradation values. A higher proportion of elements should
lead to lower blur ratio values, whereas a larger amount of
pause components tends to create larger values. Actually, we
find this relationship in our test sounds. The experimental
sounds of the White-flanked Antwren have the highest aver-
age blur ratio values and also the largest proportion of pauses
~54%! on the whole song, whereas the sounds of the Thrush-
like Antpitta had the lowest average blur ratio values with a
proportion of pauses of 38%~see Sec. III!. We could try to
correct for this relationship, but the crucial question behind it
is whether our measured values mirror the real situations in
the perception mechanism of the birds. If they do, it means
that reverberations during the song element are less disturb-
ing in the perception than during the pauses. We think it can
be true in our case of potential forward masking, when the
reverberations are able to ‘‘destroy’’ the temporal pattern of
the whole signal. If it applies, it is significant that our experi-
mental sound pauses do not deviate from the real natural

FIG. 2. Sonagrams with oscillograms of the songs of the five investigated species. Numbers are for the average song post heights with standard deviations,
n exceeds at least 25 singing posts per species. Part of the songs, which were used for transmission experiments, are framed in the sonagrams. The overtones
of the song of the Thrush-like Antpitta look quite intense at the figure, but actually they are 25 to 30 dB softer than the fundamental in this species.

TABLE I. Song characteristics, weight, and song post heights of the investigated species. Numbers are averages of measurements of at least eight songs per
species; standard deviations are given in brackets.

Species
Song length

~s!
Element length

~ms!
Interelement
pauses~ms!

Lowest
frequency

~kHz!

Highest
frequency

~kHz!
Loudest

frequency~kHz!
Body mass

~g!
Song post height

~m!

Thrush-like Antpitta 2.06~60.11! 214 ~619.8! 101 ~618.3! 0.846~60.024! 0.898~60.030! 0.875~60.010! 47.0a 0.15~60.08!
White-shouldered Antshrike 2.53~60.67! 165 ~617.8! 172 ~616.4! 0.738~60.055! 1.605~60.065! 1.510~60.045! 29.6b 2.8 ~61.50!
White-flanked Antwren 3.67~60.4! 139 ~67.5! 165 ~616.1! 1.39 ~60.216! 4.556~60.135! 2.03 ~60.057! 8.42b 5.5 ~62.25!
Amazonian Antshrike 2.4~60.17! 54.5~69.3! 52.2~611.6! 1.160~60.120! 2.300~60.11! 1.525~60.035! 17.6b 10.5 ~62.80!
Spot-backed Antwren 1.59~60.10! 24.3~63.8! 23.7~63.3! 1.150~60.110! 2.464~60.108! 2.04 ~60.060! ;11.0c 19.6 ~63.10!

aDunning ~1993!.
bPreleuthner~personal communication, birds from the study area!.
cWeight of near relativeHerpsilochmus rufimarginatus, weight of Spot-backed Antwren is unknown.
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patterns in the songs. Fortunately, this is not the case. If we
compare the proportion of elements in whole songs and our
test sounds, they are very similar (r 50.97, p,0.01, n55!.

H. Statistics

In all experiments, 6 different test sounds on 15 different
transmission paths with 4 repetitions produced 360 observa-
tion sounds and 360 noise samples. In species with more
than one test sound the average values were taken to repre-
sent the species. An exception is the White-shouldered Ant-
shrike, where both the fundamental and the first harmonic
formed a unit of analysis. The reason lies in the very differ-
ent transmission properties of these two parts. Therefore,
three-factor ANOVAs @6~species!35~height!33~distance!#
with four repetitions were calculated with SNR, EA, and blur
ratio as dependent variables. Only main and two-factor inter-
action effects were considered. A nonlinear multiple regres-
sion was used to model the different transmission variables
as a function of height and distance. This was used to calcu-
late the residuals of the species-specific sounds from the pre-
dicted value for all sounds. The respective regressions in-
cluded distances between senders and receivers as well.
Statistical calculations were conducted with SPSS, Statistica,
and our own multiple regression programs.

III. RESULTS

A. Song structure and song post height

All songs ~Fig. 2! are rather stereotypical sequences of
simple elements. That of the White-shouldered Antshrike is
an exception, with elements consisting of two harmonics. In
this case, the fundamental frequency at 0.806 kHz was on
average 6 dB weaker than the first overtone~measured in
eight recordings at a distance of 4–6 m with a microphone
height of 1.5 m and the bird 2 m above the ground!. A strik-
ing relationship is the decreasing element length with height
~Table I, Spearman rank-order correlationr s51, p,0.001!.
The only other significant relationship between song post
and song features is the increase in loudest frequency with
song post height~Spearman rank-order correlationr s

50.89, p,0.05!. Not surprisingly, body mass shows a sig-
nificant positive correlation only with frequency measures,
where heavier birds use lower frequencies, regardless of
whether we consider the highest~Spearman rank-order cor-

relation r s520.1, p,0.05! or lowest frequencies of their
songs~Spearman rank-order correlationr s50.89,p,0.05!.

B. Transmission experiments

1. Variation in background noise

For the interpretation of the transmission variables~EA,
SNR, and blur ratio!, it is important to know how the back-
ground noise varied at the different recording locations.
Background noise values are given as root mean square
~rms! values and are determined within the width of the fre-
quency filter for each test sound. Thus, it is equivalent to the
noise within the frequency range of each test sound.

In the ANOVA, all main and first-order interaction ef-
fects were significant~Table II!. Distance explained most of
the variance, and of all the interactions the one between dis-
tance and height explained most. The strong effect of dis-
tance is explained by a lower ambient noise level at the
54.5-m distance. We attribute this difference to a different
vegetation structure at this point, with a more open canopy
and denser vegetation near the ground. At all distances, there
was less background noise at the ground and a strong depen-
dence on the species-specific frequency ranges.

2. Correlation between EA, SNR, and BLUR

The three different measures were strongly intercorre-
lated (p,0.0001, n5358). EA increased with decreasing
SNR (r 520.732). Blur ratio increased with EA (r
50.742) and decreased with increasing SNR (r 520.698).TABLE II. Factorial ANOVA table for background noise~3

distances35 heights36 species-specific filter settings!; main and two-factor
interaction effects. Distance~17.5, 37, and 54.5 m! and height~0.15, 2, 6,
12, and 21 m! refer to the distance between microphone and loudspeaker
and their height above ground level.

Source of variation d.f. F ratio P

Main effects
Species 5 90.735 ,0.000 01
Height 4 219.397 ,0.000 01
Distance 2 417.804 ,0.000 01

Two-factor interaction effects
Species3Height 20 6.858 ,0.000 01
Species3Distance 10 8.535 ,0.000 01
Height3Distance 8 58.554 ,0.000 01

TABLE III. Factorial ANOVA table for the signal-to-noise ratio, details like
Table II.

Source of variation d.f. F ratio P

Main effects
Species 5 272.556 ,0.000 01
Height 4 578.479 ,0.000 01
Distance 2 1314.346 ,0.000 01

Two-factor interaction effects
Species3Height 20 40.711 ,0.000 01
Species3Distance 10 6.571 ,0.000 01
Height3Distance 8 27.531 ,0.000 01

TABLE IV. Factorial ANOVA table for excess attenuation, details like Table
II.

Source of variation d.f. F ratio P

Main effects
Species 5 649.66 ,0.000 01
Height 4 12 681.74 ,0.000 01
Distance 2 1005.79 ,0.000 01

Two-factor interaction effects
Species3Height 20 370.70 ,0.000 01
Species3Distance 10 136.35 ,0.000 01
Height3Distance 8 351.40 ,0.000 01
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3. Main and two-factor interaction effects

All three measures~SNR, EA, and blur ratio! had sig-
nificant main and two-factor interaction effects~Tables III–V
and Figs. 3–5!, which explained in all degradation measures
more than 98% of the total variance.

The SNR was most strongly influenced by distance, with
58% of the variance explained. The relative small decrease
between 37 and 54.5 m may be explained by the already
mentioned lower background noise level at the greatest dis-
tance ~see previous subsection!. Species differences ex-
plained 12% of total variance height explained 25%.

The effect of height explained 83% of the variance in
the EA ~Table IV!. When the loudspeaker was moved from
0.15 to 2 m, the sound pressure level of the signals increased
on average by more than 10 dB~Fig. 4!. The species-specific
test sounds and distance explained only 4.3% and 7% of the
total variance.

Height also explained most of the variance~42.5%! in
the blur ratio. In contrast to what was found for EA and SNR
distance was the factor that explained the lowest proportion
~12.3%! of the variance for blur ratio. Species-specific test
sounds explained here more than a third of the total variance
~Table V, Fig. 5!.

4. Influence of frequency and filter width of the test
sounds

The highest SNR levels were found for elements with
low-frequency ranges (r s520.92, p,0.01, n56), while
excess attenuation increased with frequency of the test
sounds~Spearman rank-order correlationr s50.94,p,0.01,
n56!. Blur ratio also increased at higher frequencies~Spear-
man rank-order correlationr s50.94, p.0.01, n56!, but
also related negatively to the filter-width~Spearman rank-
order correlationr s520.82, p,0.05, n56! of the experi-
mental sounds. The effect of frequency is most clearly dem-
onstrated in the higher and lower harmonics of the White-
shouldered Antshrike, which were treated separately because
these elements differ only in frequency and frequency range
~Figs. 2, 4, and 5!.

5. Comparison of species and heights in absolute
and relative levels of degradation

The means of the main effects of the species sounds
were used to compare the absolute levels of degradation
~Tables II–IV! in the different species. To investigate how
each species-specific test sound deviated from the overall

TABLE V. Factorial ANOVA table for blur ratio, details like Table II.

Source of variation d.f. F ratio P

Main effects
Species 5 1648.394 ,0.000 01
Height 4 2002.684 ,0.000 01
Distance 2 752.816 ,0.000 01

Two-factor interaction effects
Species3Height 20 83.118 ,0.000 01
Species3Distance 10 91.058 ,0.000 01
Height3Distance 8 193.437 ,0.000 01

FIG. 3. Signal-to-noise ratio (means6s.e.), main effects of~a! transmission
distance,~b! height of speaker and microphone, and~c! species sounds.

FIG. 4. Excess attenuation (means6s.e.), main effects of~a! transmission
distance,~b! height of speaker and microphone, and~c! species sounds.
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pattern of degradation, we calculated for each degradation
measure a regression on height and distance for all species
together. From this we derived the species-specific residuals
at different heights~Fig. 6!. These residuals were used for
two purposes. First, we compared the values of degradation
at the species-specific song post with the values of the other
species at this height. Second, we compared single species
values at the experimental height closest to the song post
height with the other heights. If degradation was minimized
in one of our three measures at the species-specific song
post, we expected there relative to other heights a minimum
of EA or blur ratio or a maximum in SNR. Note that we took
the residual values as main criterion for an adaptation to the
song post height, since they are independent of the overall
pattern of degradation.

~a! Thrush-like Antpitta (song post height 0.15 m). Al-
though the experimental song of the antpitta had, in all
heights, a low excess attenuation on average~Fig. 4!, we
found the strongest attenuation of all species near the ground
~Fig. 6!. If we compare the residual values of the Antpitta
test song at different heights, we find also the highest values
at the ground. The SNR is the highest of all species at all
heights, however, it has the lowest residual values close to
the ground. The absolute blur ratio values are the lowest of
all species, and the residuals have their minimum near the
ground.

~b! White-shouldered Antshrike (song post height 2.8 m).
In this species, fundamental frequency and first overtone
were tested separately. Close to the species-specific song

post height at 2 m, the residuals of the fundamental showed
a minimum in EA and blur ratio and a maximum in SNR.
The minimum in the residuals of the first overtone was in all
three degradation measures not close to the species-specific
song post height. Apost hoccomparison of degradation val-
ues showed that near the song post height at 2 m, the funda-
mental part of the test sound was at all distances and in all
three measures significantly less degraded~Scheffé test, p
,0.001,n559!.

~c! White-flanked Antwren (song post height 5.5 m). The
experimental song of the White-flanked Antwren had the
highest degradation values in all three measures. In the re-
siduals of its test sound the minima in blur ratio and EA or
the maximum in SNR were not close to the song post height.

~d! Amazonian Antshrike (song post height 10 m). The
experimental song of the Amazonian Antshrike was more
degraded according to all measures of degradation than the
average test sounds. As in the White-flanked Antwren, we
found no minima or maxima in the residuals of its test song
near the species-specific song post height.

~e! Spot-backed Antwren (song post height 19.6 m). The
song of this canopy-living antbird had on average relatively
high values of degradation~Figs. 3–5!. In the canopy the
experimental songs had, relative to the other species, the
lowest attenuation values and the highest SNR values. In the
comparison of the residuals of its test sound near the song
post height to other heights, we found at the canopy less
degradation in all three measures, but there was also near the
ground a maximum in SNR and a minimum in EA~Fig. 6!.
Only in the blur ratio was there a clear minimum near the
species-specific song post height.

IV. DISCUSSION

A. Overall patterns in degradation

At 54.5-m distance, the average excess attenuation val-
ues for our test sounds ranged from 18 dB at the ground to
1.3 dB at the canopy 21 m above the ground. The excess
attenuation at the ground reached quite high values, with
more than 20 dB in two species at 54.5 m in our study site.
These values exceed the attenuation measured at 100 m in a
mature rainforest with less vegetation on the ground and are
more typical for sites with a denser understory~Martenet al.,
1977, Fig. 3!. The quality and accuracy of our results was
confirmed by separate measurements of excess attenuation in
our study site~Ellinger, in press!. Though white noise was
transmitted and different equipment was used at similar
transmission heights~0.45, 2.5, 6, 12.5, and 18 m!, the esti-
mated values were similar to our values@e.g., near the
ground, where EA reached 20 dB at 53 m for 0.8 kHz~El-
linger, in press!#.

Because the signal-to-noise ratio decreases when attenu-
ation increases, it is not surprising that the SNR mirrors the
results of EA at different heights and distances. As expected,
we also found the largest SNR values in test sounds with the
narrowest filter widths. The blur ratio decreased slightly at
the greatest distance of 54.5 m. It probably can be attributed

FIG. 5. Blur ratio (means6s.e.), main effects of~a! transmission distance,
~b! height of speaker and microphone, and~c! species sounds.
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to the different vegetation structure at this point. Also Dabel-
steenet al. ~1993! and Hollandet al. ~1998! found a de-
crease in blur ratio at larger distances. This suggests that the
blur ratio is more dependent on the local environment near
the receiver and that the change with distance is less regular
than for EA or SNR~Dabelsteenet al., 1993!. Like EA and
SNR, the blur ratio reached the highest values close to the
ground.

B. Degradation close to the ground and the song of
the Thrush-like Anpitta

Higher attenuation close to the ground is caused mainly
by destructive interferences between direct and reflected
waves ~‘‘ground effect’’! and is a well-known feature of
sound propagation outdoors~Embleton, 1996; Wempen,
1986!. The simplest effects of the ground on sound fields are

FIG. 6. Species-specific residuals of
signal-to-noise ratio, excess attenua-
tion, and blur ratio at different heights.
The residuals are from a nonlinear re-
gression. The gray areas mark the song
post height (mean6s.e.). LF and HF
means lower and higher frequency
components of the song elements of
the White-shouldered Antshrike.
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due to transmission path length differences between direct
and reflected waves, which results in phase differences be-
tween the two waves. The relative positions of the source
and receiver determine which frequencies lose or gain energy
due to phase differences. The physical characteristics of the
ground and the distance between sender and receiver have a
major impact on the attenuation as well~see Embleton,
1996!. If the source is very close to the ground, as in our
experimental height of 0.15 m, we have grazing incidence of
sound waves. In this special case, destructive interference is
not enough to explain the frequency-dependent attenuation
near the ground. Rather, sound propagation can be described
as being influenced by low-pass filtering: above a cutoff fre-
quency, the direct sound waves are canceled out by the re-
flecting waves, whereas sounds below this frequency pass
along the surface in full strength~see Wempen, 1986; Emb-
leton, 1996!. The cutoff frequency varies with the physical
characteristics of the ground but is always lower than 1 kHz.

Wiley and Richards~1982! mentioned the case of graz-
ing incidence in connection with ground-living antbirds and
wondered how these species circumvent the extreme attenu-
ation. At the beginning of our study, we hypothesized that the
low-pitched song~average frequency of about 0.9 kHz! of
the ground-living antpitta would be below the cutoff fre-
quency and we would find less attenuation of this song near
the ground. Actually the opposite was true: the test sound of
the Thrush-like Antpitta showed the highest values in excess
attenuation of all species close to the ground~Fig. 6!. Be-
cause even the lower pitched test sound of the White-
shouldered Antshrike~0.65 kHz! was heavily attenuated at
the ground, it is likely that the cutoff frequency was lower
than 600 Hz. The song of the antpitta has a very narrow
frequency range, which caused a higher SNR in our results
and compensated at least partly for the loss in energy by
attenuation~Fig. 6!.

The song elements are also longer than in the other spe-
cies, and therefore could be easier to detect@temporal sum-
mation, Klump and Maier~1990!, see Results ‘‘Song charac-
teristics and degradation’’#. Since we do not know the exact
sound pressure level of the real song, it is possible that the
species compensates the higher loss in attenuation by louder
singing. However, this does not explain why the species
sings under these disadvantageous circumstances. Maybe ex-
treme morphological and behavioral adaptations confine the
species to the ground.

Though the antpitta test song attenuated extremely at the
ground, it had there the lowest blur ratio values of all species
and, in comparison to other heights, we find a minimum in
the residuals to the overall degradation curve~Fig. 6!. We
think that lower absolute blur ratio in comparison to other
species results partly from the simple structure of the signal,
and partly in small proportion of the pause time to the total
time of our test sound~see Sec. II G!. The relative minimum
in blur ratio at the ground in comparison to the residuals at
other heights implies that the antpitta song has characteristics
that resist the stronger degradation at the ground more than
the other songs. One of the most striking features of the
antpitta song is the long element with a simple amplitude
structure and very slow amplitude modulations~see Fig. 2!.

In comparison to songs with faster amplitude changes, songs
with slow amplitude modulations are less degraded by rever-
berations~Wiley and Richards, 1982!. To explain the rela-
tively low blurring of the antpitta song near the ground, we
also have to presume that more reverberations occur close to
the ground than higher up. Indeed, this condition was found
at our study site by means of RT60 measurements~RT60 is a
measure used in architectural acoustics; it is the time it takes
a signal to decay 60 dB from it offset!. At a distance of 53 m,
the RT60 between 0.5 and 1 kHz was 2.3 s close to the
ground~0.45 m!, whereas at 16-m height, it was 1.4 s~El-
linger, in press!.

C. Fundamental and first overtone in the White-
shouldered Antshrike

The song ofThamnophilus aethiops~song post height 2
m! offers a special case with a song consisting of a funda-
mental frequency and a first harmonic. The lower frequency,
which is uttered with 6 dB less energy, is less degraded than
the first overtone near the species-specific song post height in
all degradation measures. By 37 m, the fundamental fre-
quency was louder than the first overtone. The low EA of the
fundamental can be attributed to the lower frequency be-
cause, except close to the ground, lower frequencies attenu-
ate less in all terrestrial environments~Embleton, 1996!. The
SNR increases with the decreasing EA and bandwidth of the
fundamental. The lower blur ratio can probably also be at-
tributed to the higher frequency-dependent attenuation of the
first overtone. But why does this species not sing only or
mainly at the fundamental frequency? A probable reason
could be a physiological constraint; for example, the mass of
the sound-producing structure determines the frequency, and
in many birds this mass is dependent on body size~Bowman,
1979; Wallschla¨ger, 1980; Ryan and Brenowitz, 1985!. Over-
all, the fundamental of the song seems well adapted relative
to the species-specific song post height~Fig. 6!.

D. Degradation in the canopy and the time structure
of the song of the Spot-backed Antwren

Among the remaining three species, only the results for
the test song of the canopy-living Spot-backed Antwren in-
dicate an adaptation to the species-specific song post height.
Here we found relatively low blur ratio values at the 21-m
transmission height, and there is also a tendency for better
transmissibility in the canopy in the EA and SNR values~see
Fig. 6!. The song of the species consists of very short pauses
and elements with a length of about 25 ms~Table I!. In an
experimental study of reverberations in a deciduous forest,
Richards and Wiley~1980! found that birds should use trills
with pauses longer than 20–50 ms to avoid masking of in-
terelement pauses by reverberations. Our results concerning
the blur ratio values, which include also the measurement of
reverberations~see Sec. II!, support this assumption in the
Spot-backed Antwren: we found higher values of blur ratio
relative to the average blur ratio of all species below the
canopy~Fig. 6! and lower values above the canopy. There-
fore we hypothesize that the antwren can use faster repetitive
songs because of fewer reverberations in the canopy. Then it
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is more appropriate to call the use of short pauses a release
from constraints rather than an adaptation to forest acoustics.

Alternatively, the fast temporal structure of this song
could be an adaptation to amplitude fluctuations caused by
wind or atmospheric turbulence at the canopy~Wiley and
Richards, 1982!. Irregular fluctuations in amplitude can
change the amplitude pattern of a signal if the modulation
frequency of the signal is equal to or lower than the modu-
lation frequency of the atmospheric fluctuations. We mea-
sured the influence of atmospheric turbulence in additional
transmission experiments with pure tones~1, 2, 4, and 8
kHz! over 20 and 60 m in 2- and 21-m height~Nemeth and
Winkler, unpublished data!. We found a peak in amplitude
variation at a modulation frequency of 0.2 Hz, but failed to
detect significant amplitude modulations at higher frequen-
cies. Thus, none of the songs of our investigated species can
be influenced seriously by such a low modulation frequency,
and we conclude that irregular amplitude fluctuations have
no impact on the transmissibility of the investigated songs.

E. Song characteristics and height-dependent
degradation

A striking feature in the songs of all our study birds is
the strong negative correlation between length of elements
and song post height~see Table I!. One possible explanation
of this relationship could be found in the height-dependent
reverberation times. Reverberation time increases with de-
creasing height~Ellinger, in press!, which could influence the
structure of elements and pauses of the songs. As in the
Spot-backed Antwren, the pauses are masked if they are
shorter than the effective reverberation time, as the men-
tioned 20–50 ms~Richards and Wiley, 1980!. Because rever-
beration decreases with height, long pauses at low heights
would avoid degradation. On the element part of the song it
would favor slow amplitude modulations close to the ground.
Similarly, this would also explain the differential song struc-
ture of our study birds.

The strong correlation between song element length and
song post height in our species may have an alternative ex-
planation: because the degradation increases near the ground,
the use of longer elements could improve the detection
through a process called temporal summation. In effect, ele-
ments longer than the time over which sound energy is
summed are easier to detect than shorter elements~Klump
and Maier, 1990!. Temporal summation seems to be wide-
spread in birds~e.g., Dooling and Searcy, 1985! and is prob-
ably a general mechanism to enhance detection in unfavor-
able conditions~Klump, 1996!.

V. CONCLUSIONS: A PANGLOSSIAN VIEW ON THE
TRANSMISSIBILITY OF BIRD SONGS?

We have used the term adaptation to describe a state of
being in relation to other states in the same environment. An
adaptation to the singing post height was thus supposed
whenever a test sound of our study species was less degraded
at species-specific song post heights in any of our three deg-
radation measures. So far, we based the discussion of our
results solely on this rather particular notion. But, how rea-

sonable are our assumptions? Can we speak about adaptation
of the vocalizations to the environment and neglect other
selection pressures for the design of acoustic signals?

Adaptation is an important, but ‘‘slippery’’ concept in
biology ~Reeve and Sherman, 1993! and to describe every
trait of an organism as an optimal solution of evolution has
been described as one of the most dangerous pitfalls of the
‘‘Adaptionist Program’’ ~Gould and Lewontin, 1979!. One
accepts as final evidence for an adaptation if it can be shown
that it results in a higher fitness in a given environment when
compared to alternatives. Many studies on adaptation cannot
deliver this proof and apply some indirect fitness criteria
@‘‘design performance’’~Krimbas, 1984!#. In our case better
transmissibility of signals or the minimization of degradation
serves as such a criterion. We are aware that there are other
possible explanations for the design of vocalizations@e.g.,
sexual selection on the variability of song elements, see, e.g.,
Catchpole and Slater~1995!#. But, transmissibility is a pre-
requisite for all other selecting pressures affecting vocaliza-
tions ~Wiley and Richards, 1982! and can itself be an impor-
tant target of selection~Morton, 1986!.

In our transmission experiments we found large height-
dependent variability in the degradation values of our test
sounds. Therefore we assume that within a rainforest the
selective demands on acoustic communication are severe. In
at least three of five species we found that our test songs
degraded less at their species-specific song post heights in
relation to those of the other species. These results indicate
that songs are adapted to the transmissibility at different
heights. The mechanisms by which degradation is minimized
differ among species. This is possible because excess attenu-
ation, SNR, and blurring of the signals can vary more or less
independently from each other. Near the ground, the Thrush-
like Antpitta compensates the loss through extreme attenua-
tion by using relatively long elements in a narrow frequency
range, thereby achieving a high SNR. The White-shouldered
Antshrike produces an extremely low-pitched fundamental
that surpasses the first overtone at longer range in all degra-
dation measures, although it contains less energy and a worse
SNR at the beginning. The canopy-living Spot-backed Ant-
wren can afford to deliver trill elements at a high rate be-
cause there are less intense reverberations above the canopy
to mask them. Released from this constraint, the bird can
produce fast trills that may have other specific advantages in
communication. In all three species songs were least blurred
at their own song post height.

Song post height, in principle, is at the disposal of the
singer. Thus a bird can choose a specific song post height
because its song propagates there well. This, however, may
be costly if foraging height and song post height differ
greatly or if the bird is constrained otherwise in reaching and
negotiating a certain stratum. To account for this aspect, we
compared the singing post heights with species-specific for-
aging heights at the same study site~Preleuthner and Win-
kler, unpublished data! In four of our species the average
foraging height is within the range of the measured singing
post height~species, average foraging heights of both sexes,
standard deviations, number of observations!: Thrush-like
Antpitta, 0.02 m, 0.17 m,n520; White-shouldered Ant-
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shrike, 1.91 m, 2.05 m,n542; White-flanked Antwren, 4.8
m, 2.75 m,n5235; the Spot-backed Antwren was always
found in the canopy (n513), but here exact height measures
are missing. The only exception is the Amazonian Antshrike,
which foraged at an average height of 5 m
(standard deviation53.4 m, n542) and sang at 10 m~see
Table I!. In this species we found no indication for an adap-
tations of the song to the song post height.

The comparison of foraging and song post heights points
to a hidden implication of our experimental setup: we trans-
mitted the experimental sounds only horizontally because we
assumed that the receiver of the signal is at the same height.
This seems to be correct in at least four of five species.

Another simplification of our experiments is the fact that
all experimental songs were analyzed~see Sec. II! with the
same sound pressure level. We do not know how much the
SPL differs between the species, and this neglected feature
could well be an important feature for better transmissibility.
Also, the hearing threshold between the species could differ
and influence the result. Again, a closer knowledge of the
species-specific behavior would be desirable.

However, our results stress the importance of height-
dependent degradation as selection pressure for avian com-
munication and we think that future experiments will reveal
more fine-tuned adaptations of avian vocalizations to the
acoustic environment within a rainforest.
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Fundamental precision limitations for measurements
of frequency dependence of backscatter: Applications
in tissue-mimicking phantoms and trabecular bone
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Various models for ultrasonic scattering from trabecular bone have been proposed. They may be
evaluated to a certain extent by comparison with experimental measurements. In order to appreciate
limitations of these comparisons, it is important to understand measurement precision. In this article,
an approach proposed by Lizzi and co-workers is adapted to model precision of estimates of
frequency-dependent backscatter for scattering targets~such as trabecular bone! that contain many
scatterers per resolution cell. This approach predicts uncertainties in backscatter due to the random
nature of the interference of echoes from individual scatterers as they are summed at the receiver.
The model is validated in experiments on a soft-tissue-mimicking phantom and on 24 human
calcaneus samples interrogatedin vitro. It is found that while random interference effects only
partially explain measured variations in the magnitude of backscatter, they are virtually entirely
responsible for observed variations in the frequency dependence~exponent of a power law fit! of
backscatter. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1416907#

PACS numbers: 43.80.Ev@FD#

I. INTRODUCTION

Ultrasound techniques are recognized for effectiveness
in osteoporosis detection~Glüer, 1997; Njehet al., 2000a!.
Calcaneal broadband ultrasonic attenuation~BUA! and speed
of sound ~SOS! are highly correlated with calcaneal bond
mineral density ~BMD! ~Langton et al., 1984; Rossman
et al., 1989; Tavakoli and Evans, 1991; Zagzebskiet al.,
1991; Njehet al., 1996; Langtonet al., 1996; Bouxsein and
Radloff, 1997; Laugieret al., 1997; Chappardet al., 1997;
Nicholsonet al., 1998; Hanset al., 1999; Trebacz and Na-
tali, 1999; Njehet al., 2000b!, which is in turn a useful in-
dicator of osteoporotic fracture risk in the hip~Cummings
et al., 1993!. BUA ~sometimes in combination with SOS! has
been demonstrated to be predictive of hip and other fractures
in women in prospective~Hans et al., 1996; Baueret al.,
1997! and retrospective~Schott et al., 1995; Turneret al.,
1995; Glüer et al., 1996; Thompsonet al., 1998! studies.
Bone sonometry is less expensive, faster, simpler, and more
portable than its x-ray counterparts: dual-energy x-ray ab-
sorptiometry~DEXA! and quantitative computed tomogra-
phy ~QCT!. In addition, ultrasound produces no ionizing ra-
diation.

Scattering from bone has received less attention than
attenuation and sound speed. The study of scattering is im-
portant, however, because it can elucidate mechanisms re-
sponsible for attenuation~the combined result of absorption
and scattering!. In addition, scattering measurements have
shown some diagnostic promise in their own right in studies
in vitro ~Roberjotet al., 1996; Wear and Armstrong, 2000;
Hoffmeisteret al., 2000 and in press! and in vivo ~Wear and
Garra, 1997; Giatet al., 1997; Wear and Garra, 1998!. Back-

scatter is known to provide information regarding size,
shape, number density, and elastic properties of scatterers
~Faran, 1951; Morse and Ingard, 1986!. In trabecular bone
applications, trabeculae are likely candidates for scattering
sites due to the high contrast in acoustic properties between
mineralized trabeculae and marrow~Wear, 1999; Luoet al.,
1999!. The diminished number and thicknesses of trabeculae
with bone that are associated with increased fracture risk
would be expected to reduce backscatter.

In a previous study, measurements of average
frequency-dependent backscatter coefficient,h( f ), from hu-
man calcaneal trabecular samples closely obeyed a power
law dependence on frequency,h( f )5A fn throughout the
typical diagnostic range~300–700 kHz! with n having a
value slightly greater than 3, close to the cubic dependence
expected from cylindrically shaped scatterers~e.g., trabecu-
lae! ~Wear, 1999!. A subsequent study reproduced this find-
ing ~Chaffai et al., 2000!. This result has implications with
regard to the relative roles of scattering and absorption in
determining attenuation in trabecular bone. Attenuation in
the diagnostic range has been found in numerous studies to
be approximately proportional to frequency to the first
power. These two different coexisting frequency depen-
dences could be consistent only if absorption is a larger com-
ponent of attenuation than scattering. This result has been
reinforced by studies of the anisotropy of backscatter and
attenuation in trabecular bone~Wear, 2000!.

Empirical estimates of the exponent (n) of the fre-
quency dependence of backscatter coefficient have been
demonstrated to be consistent with a model in which trabe-
culae correspond to cylinders that are long~longer than the
beam width!, thin ~relative to the ultrasonic wavelength! and
oriented approximately perpendicular to the ultrasound
propagation direction~Wear, 1999!. Measurements have alsoa!Electronic mail: kaw@cdrh.fda.gov
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exhibited compatibility with an autocorrelation model~Chaf-
fai et al., 2000!. Another model in which scattering is as-
sumed to be proportional to the mean fluctuation in sound
speed in a random continuum has been proposed~Nicholson
et al., 2000!. In contrast to the studies previously listed, this
model predicts that commonly observed linear attenuation
~in the diagnostic range of frequencies! can be explained by
scattering. The random continuum model also predicts varia-
tions in acoustic parameters with porosity and scatterer size
that are consistent with observations, including the reported
nonlinear dependence of attenuation on porosity~Serpe and
Rho, 1996!.

Evaluation of models in relation to empirical findings
requires knowledge of accuracy and precision of measure-
ments. Lizziet al. ~1997! developed and validated a model
for predicting precision of measurements of backscatter from
liver and prostate. In the present article, the model of Lizzi
and co-workers is adapted to bone. As with liver and pros-
tate, ultrasonic echoes from trabecular bone may be modeled
as superpositions of signals from unresolvable scatterers
throughout the transducer resolution cell~defined by the
pulse duration in one dimension and the beam cross section
in the orthogonal dimensions!. Like liver and prostate, trabe-
cular bone contains many scatterers~trabeculae! per resolu-
tion cell. One modification of Lizzi’s approach in the present
article is to model scattering as a power law,h( f )5A fn.
Statistical and experimental methods along with results in
tissue-mimicking phantoms and calcaneal samples are de-
scribed next.

II. METHODS

A. Statistical methods

Power law fits to data may be obtained by performing
least-squares linear fits to log transformed data. Formulas for
variances in estimates of parameters from a least-squares lin-
ear fit ~i.e., slope and intercept! may be found in many
sources ~e.g., Lindgren, 1958; Bevington and Robinson,
1992!.

Lizzi et al. ~1997! have presented an analysis of the sta-
tistical properties of estimates of the spectral slope~dB/
MHz! and mid-band fit~dB! of the logarithm of the ratios of
backscattered power spectra to calibration spectra~obtained
from echoes reflected from a glass plate! versus frequency
data.~Note that this is not a power law fit because the fre-
quency data was NOT log transformed.! Lizzi et al. have
provided analytic forms for the probability density function
for log-transformed power spectral measurements for speckle
targets commonly encountered in medical ultrasound in
which there are many scatterers per resolution cell~Wagner
et al., 1983!. This pdf is shown in Fig. 1.

Backscatter coefficients may be measured using a refer-
ence phantom method~Zagzebskiet al., 1993; Wear, 1999!.
A reference phantom with known frequency-dependent back-
scatter coefficient,hR( f ), and attenuation coefficient,aR( f ),
placed in the water tank at the same distance as for the bone
samples is used. Power spectra from the bone samples,
I B( f ), and the phantomI R( f ) are measured. The backscatter
coefficient,hB( f ), is then obtained from

hB~ f !5
1

T4

G@aB~ f !,l #

G@aR~ f !,l #

I B~ f !

I R~ f !
hR~ f !, ~1!

whereT is the amplitude temperature coefficient at the water/
bone interface. Due to the high degree of porosity of the
samples,T may be assumed to be one~Droin et al., 1998!.
The functionG@a( f ),l # compensates for attenuation effects
and is given by~O’Donnell and Miller, 1981!

G@a~ f !,l #5
4a~ f !l

12e24a~ f !l
, ~2!

where l is the gate length. The logarithm of the estimated
backscatter coefficient is then

log hB~ f !5 log I B~ f !2 log I R~ f !1 log G@aB~ f !,l #

2 log G@aR~ f !,l #1 log hR~ f !. ~3!

Assuming that the various measurements are uncorrelated
with each other, the variance of the estimate of loghB( f ) is
equal to the sum of the variances of the estimates of the five
terms on the right side of Eq.~3! ~Bevington and Robinson,
1992, Eq. 3.13!. The backscattering and attenuation proper-
ties of the reference phantom are presumed to be known and
have fixed values~zero variances!. Therefore they do not
contribute to the variance of the estimated log backscatter
coefficient. Therefore,

Var$ log ĥB~ f !%5Var$ log Î B~ f !%1Var$ logÎ R~ f !%

1Var$ log Ĝ@aB~ f !,l #%, ~4!

where ‘‘Var’’ denotes ‘‘the variance of’’ and ‘‘ ˆ ’’ denotes
‘‘the estimate of.’’ Typically, the first term, Var$ log Î B( f )%,
contributes the most to Var$ log ĥB( f )%. The reasons for this
are as follows.I R( f ) is usually known to much greater pre-
cision thanI B( f ) ~and therefore has far lower variance! since
well-designed reference phantoms are relatively homoge-
neous and big enough to enable much spatial averaging for
the measurement of reference backscattered spectra.~See
Sec. II C.! The third term on the right side of Eq.~4! is due
to variance in attenuation estimates. Attenuation in bone
samples is typically measured with a through-transmission

FIG. 1. Probability density function for spectral intensity from a speckle-
target. Angular brackets~^ &! denote mean.
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method. Through-transmission signals have relatively high
signal-to-noise ratios, and are not plagued by the random
interference effects that characterize speckle backscatter. So,
for practical purposes,

Var$ logĥB~ f !%5Var$ logÎ B~ f !%. ~5!

The validity of Eq.~5! is tested experimentally in this article.
In this article, backscatter coefficienth( f ) is assumed to

obey a power law dependence on frequency,f, so thath( f )
5A fn. A linear fit of the form, y(x)5 logA1nx is per-
formed wherey is the logarithm of the backscatter coeffi-
cient,x is the logarithm of frequency, logA is the intercept,
and n is the slope~or power law exponent for the non-log-
transformed data!. Note that, after log transformation, a con-
stant value may be added or subtracted from each of the log
frequency (x) data points so that the intercept corresponds to
any particular frequency of interest~such as mid-band value
or transducer center frequency! rather than zero frequency.

Bevington and Robinson give the following relations for
the variances in estimates of linear-regression coefficients
~Bevington and Robinson, 1992!: s logA

2 5(1/D)((xi
2/s i

2)
andsn

25(1/D)((1/s i
2) where

D5(
1

s i
2 (

xi
2

s i
2
2S ( xi

s i
2D 2

. ~6!

The variance of measurements of log spectral intensity~or
log backscatter coefficient! at a frequency corresponding to
xi is denoted bys i

2. Conveniently, for speckle targets~as
Lizzi et al. point out! s i is a constant equal to 0.56~or 5.6
dB in the formulation of Lizziet al.! for all frequencies in
the usable band of the transducer. Interestingly, these results
are applicable regardless of the frequency dependence of
scattering. The power law exponent may be 3~thin cylin-
ders!, 4 ~small spheres! or any other physically realizable
value.

B. Calcaneus samples

Twenty-four human~gender and age unknown! calca-
neus samples were obtained. They were defatted using a
trichloro-ethylene solution. Defatting was presumed not to
significantly affect measurements since attenuation~Langton
et al., 1996; Alveset al., 1996! and speed of sound~Alves
et al., 1996; Njeh and Langton, 1997! of defatted trabecular
bone have been measured to be only slightly different from
their counterparts with marrow left intact. The cortical lateral
sides were sliced off, leaving two parallel surfaces with di-
rect access to trabecular bone. The thicknesses of the
samples varied from 14 to 21 mm. In order to remove air
bubbles, the samples were vacuum degassed underwater in a
desiccator. After vacuum, samples were allowed to thermally
equilibrate to room temperature prior to ultrasonic interroga-
tion. Ultrasonic measurements were performed in distilled
water at room temperature. The temperature was measured
for each experiment and ranged between 19.1 °C and
21.2 °C. The relative orientation between the ultrasound
beam and the calcanea was the same as within vivo mea-

surements performed with commercial bone sonometers, in
which sound propagates in the mediolateral~or lateromedial!
direction.

C. Ultrasonic methods

A tissue-mimicking phantom~manufactured at the Uni-
versity of Wisconsin! was also scanned in order to validate
the expressions for variance of estimates of magnitude and
frequency dependence of backscatter. The phantom had an
attenuation coefficient of 0.52 dB/cmMHz and a backscatter
coefficient of 8.84310263 f 3.56 cm21 Sr21.

A Panametrics~Waltham, MA! 5800 pulse/receiver was
used. Samples were interrogated in a water tank using Pana-
metrics broadband transducers with the following character-
istics: 1-MHz center frequency, 1-in. diameter (d), 1.5-in.
focal length (z) ~for bone measurements! and 3.5 MHz,
0.75-in. diameter, 1.5-in. focal length~for phantom measure-
ments!. Received ultrasound signals were digitized~8 bit, 10
MHz! using a LeCroy~Chestnut Ridge, NY! 9310C Dual
400-MHz oscilloscope and stored on computer~via GPIB!
for off-line analysis.

Radio-frequency~rf! echo signals from ten lines within
the test phantom were acquired.~The transducer was trans-
lated laterally between successive acquisitions.! Twenty rf
lines were acquired from a reference phantom.~Backscatter
coefficients were computed from one test phantom rf line at
a time using the average power spectrum, based on all 20
lines, from the reference phantom. This resulted in a 20:1
ratio of reference lines to test lines so that backscatter coef-
ficient variance was dominated by the statistical properties of
the test lines as discussed earlier.! Six rf lines were acquired
from each bone sample~compared with 32 lines from the
reference phantom!.

The number of independent measurements available
from each bone sample was limited by the ratio of the cal-
caneal surface area to the beam cross section. In the middle
of the usable bandwidth~0.8 MHz, see Sec. II D!, an esti-
mate for the beam width@width of the main lobe of the Airy
pattern~Goodman, 1968!# is 2.44lZ /d57 mm correspond-
ing to a beam cross sectional area of 1.6 cm2. This estimate
tends to be conservative~low! since the beam diverges be-
yond the focal plane due to diffraction and the distorting
effects of propagating through inhomogeneous tissue. Spec-
tra were estimated from the squared modulus of the fast Fou-
rier transform~FFT!. A Hamming window was applied prior
to taking the FFT.

Backscatter coefficients were measured using a refer-
ence phantom method~Zagzebskiet al., 1993; Wear, 1999!
as discussed earlier. Attenuation measurements were required
in order to compensate signals prior to backscatter coeffi-
cient estimation. Attenuation was measured using a standard
through-transmission substitution method as previously de-
scribed~Wear, 1999!.

D. Data analysis

A central band of frequencies~corresponding to the us-
able bandwidth! from the frequency-dependent backscatter
coefficient data was used for analysis. For the phantom data

3277J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Keith A. Wear: Limitations for measurement of backscatter in bone



acquired at 3.5 MHz, the band was 2.5 to 4.0 MHz. For the
bone data acquired at 1.0 MHz, the band was 0.4 to 1.2
MHz. Over the selected band, the logarithm of the backscat-
ter coefficient versus logarithm of frequency data were least-
squares fit to a straight line. The slope of the fit (n) of the log
transformed data corresponded to the exponent of the power
law fit of backscatter coefficient,h( f )5A fn. The parameters
of the fit (A,n) were also used to estimate the logarithm of
the backscatter coefficient at the transducer center frequency,
m5 log (A f0

n) wheref 0 was 3.5 MHz~phantom! or 1.0 MHz
~bone!.

For the phantom data, precision of estimates of log mag-
nitude (m) and frequency dependence (n) as functions of
gate length were investigated. Gate length (L) is determined
by gate duration (T) according toL5cT/2 for reflection
mode wherec5speed of sound. Gate duration determines
resolution in the frequency domain,D f 51/T for a rectangu-
lar window andD f 51.33/T for a Hamming window~Lizzi
et al., 1997!. The frequency resolution determines the num-
ber of independent samples in the least-squares fit,N
5B/D f , whereB is the analysis bandwidth.

Each of the ten rf lines acquired from the phantom was
partitioned along its length intoq equal segments forq51, 2,
3, 4, 5, 6, 8, 10, and 12. This yielded nine data sets, each one
containing 10q rf segments of length 1.8/q cm and duration
23.4/q msc. Spectral and regression analysis were applied to
yield estimates ofm andn for each segment. The means (mm

andmn) and the standard deviations (sm andsn) of m andn
were computed for each segment length. The variances of the
estimates ofsm andsn were computed using the bootstrap
method ~Efron and Tibshirani, 1993!. The bootstrap tech-
nique entails multiple resampling~with replacement! from
the acquired data in order to generate a distribution of a
parameter~such assm andsn), from which statistics such as
means and variances may be derived.

For the bone data, precision of estimates as function of
analysis bandwidth was explored. The usable band of fre-
quencies was 0.4 to 1.2 MHz. Using a lower limit of 0.4
MHz, the upper limit was varied from 0.5 to 1.2 MHz in
increments of 0.1 MHz with spectral and regression analysis
applied for each frequency band. As the bandwidth was in-
creased, the number of independent samples used (N
5B/D f ) also increased, thus reducing variabilities of esti-
mated parameters.

III. RESULTS

The variation ofsm ~precision of estimate of log mag-
nitude! with gate length for the phantom is shown in Fig. 2.
Though the dependences on gate length are similar, the
theory ~solid line! tends to underestimate the observed vari-
ance~asterisks! somewhat. This is probably due to sources of
variance not incorporated into the model, such as the two
right-most terms in Eq.~4! and/or some degree of spatial
inhomogeneity in the phantom.

The variation ofsn ~precision of estimate of frequency
dependence! with gate length for the phantom is illustrated in
Fig. 3!. There is excellent agreement between theory~solid
line! and experimental data~asterisks!, somewhat better than

that seen in Fig. 2. This may be due to the fact that spatial
variations in scatterer concentration would be expected to
contribute additional variance in the magnitude of backscat-
ter ~Fig. 2! but not in the frequency dependence~Fig. 3!. The
frequency dependence of backscatter depends on scatterer
size but not concentration provided that multiple scattering
and coherent scattering are not big effects.

The variation ofsm with upper frequency band limita-
tion for the bone samples is depicted in Fig. 4. While the
theory and experimental data exhibit similar dependences on
the upper frequency limit for analysis, the theory tends to
underestimate the observations. This could again be attribut-
able to increased variance due to the two right-most terms in
Eq. ~4! and/or biological variations in scatterer~trabecular!
concentration and size. This possibility will be explored in
the next section.

The variation ofsn with upper frequency band limita-
tion for the bone samples is shown in Fig. 5. As with the
phantom, there is excellent agreement between theory and
experiment. In this case, virtually all of the observed vari-

FIG. 2. Variation ofsm with gate length for the phantom. Both theory~solid
line! and experimental data~asterisks! are shown. Error bars denote standard
deviations.

FIG. 3. Variation ofsn with gate length for the phantom. Both theory~solid
line! and experimental data~asterisks! are shown. Error bars denote standard
deviations.
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ance is predicted by the fundamental precision limitation of
the measurement method.

IV. DISCUSSION

The results previously presented suggest that the statis-
tical considerations explored here are powerful for predicting
virtually all observed variations in frequency dependence of
backscatter. The statistical model tends to underestimate ob-
served variations in magnitude of backscatter, however.
Qualitatively, the coexistence of these two results can be
explained in terms of scattering targets~e.g., phantom or
trabecular bone! that have the following properties:~1! many
scatterers per resolution cell,~2! scatterers with similar fre-
quency dependence of differential scattering cross section
~e.g.,n53 for thin cylinders,n54 for small spheres, or any
other physically realizable values forn), ~3! scatterers po-
tentially exhibiting a range of variation of differential scat-
tering cross section magnitudes, and~4! spatial or biological
variations in scatterer concentration. In this section, these
ideas will be elaborated quantitatively.

In Fig. 6, predicted backscatter coefficients for three tra-
becular thicknesses~with constant scatterer concentration!,
as functions of frequency, assuming a cylinder scatterer
model~Wear, 1999! are shown. The three values correspond
to the mean6two standard deviation reported for human cal-
caneal trabecular thickness~Ulrich et al., 1999!. It may be
seen that throughout this four standard deviation variation in
trabecular thickness, the magnitude of backscatter coefficient
varies considerably while the frequency dependence of back-
scatter remains roughly constant.

In Fig. 7, the variation of backscatter coefficient at 1.0
MHz with trabecular thickness over a range of trabecular
thicknesses corresponding to the mean6 two standard de-
viations reported for human calcaneal trabecular thickness
~Ulrich et al., 1999! is illustrated. Over this range, the back-
scatter coefficient varies by about a factor of 5. A change of
one standard deviation in trabecular thickness would corre-
spond to a change of~log 5!/450.17 in log magnitude. An
effect of this magnitude is sufficient to approximately ac-

FIG. 4. Variation ofsm with gate length for the bone samples. Both theory
~solid line! and experimental data~asterisks! are shown. Error bars denote
standard deviation.

FIG. 5. Variation ofsn with gate length for the bone samples shown in Fig.
4. Both theory~solid line! and experimental data~asterisks! are shown. Error
bars denote standard deviations.

FIG. 6. Frequency-dependent backscatter coefficient for three different
mean trabecular thicknesses~93, 127, and 161 microns!. The three values
correspond to the mean6 two standard deviations reported for human cal-
caneal trabecular thickness~Ulrich et al., 1999!.

FIG. 7. Backscatter coefficient at 1.0 MHz as a function of trabecular thick-
ness. The range of trabecular thicknesses shown corresponds to the mean
6two standard deviations reported for human calcaneal trabecular thickness
~Ulrich et al., 1999!.
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count for the discrepancy between the statistically predicted
and empirical variations shown in Fig. 4.

Moreover, variations in scatterer concentration may con-
tribute to additional variations in backscatter coefficient.
Measurements of means and standard deviations of mean
trabecular spacing in human calcaneus have been reported to
be 6306110 mm ~Hausleret al., 1999! and 6846109 mm
~Ulrich et al., 1999! corresponding to a coefficient of varia-
tion (CVTb.Sp) of 16% to 17%. This would lead to a coeffi-
cient of variation for scatterer concentration or backscatter
coefficient, CVconc5(11CVTb.Sp)

2221526% – 27% or
0.13–14 variation in the logarithm of the backscatter coeffi-
cient.

In Fig. 8, the variation ofn with trabecular thickness
over a range of trabecular thicknesses corresponding to the
mean6two standard deviations reported for human calcaneal
trabecular thickness~Ulrich et al., 1999! is shown. The
variation is quite small, ranging from 2.91~at 93mm! to 2.75
~at 161mm!. This range corresponds roughly to a standard
deviation of 0.16/450.04 and is small relative to the preci-
sion of the measurement, predicted here to be 0.41 and mea-
sured to be 0.6060.08.

V. CONCLUSIONS

Several models to predict frequency dependence of
backscatter from bone have been proposed. Some have been
evaluated by direct comparison to experimental measure-
ments. Knowledge of measurement precision is essential in
order to understand the limitations of such comparison. In
this article, a model to predict uncertainties in measurements
of frequency-dependent backscatter in soft-tissue-mimicking
phantoms and bone has been proposed and validated. This
model predicts fluctuations in estimates of power law expo-
nents (n) consistent with measured values. The primary
source of this variability is random interference of echoes
emanating from individual scatterers within resolution cells
rather than biological variability.

Chaffai and co-workers~2000! reported measurements
of n from individual human calcaneus samples ranging from

2.76 to 3.86.~In these experiments, as in the present article,
a 1-MHz broadband transducer and an analysis range of 0.4
to 1.2 MHz were used.! They speculated that the extent of
this range may be attributable to variations in microarchitec-
ture but could alternatively be explained by precision limita-
tions. The present article strongly supports the latter interpre-
tation. The variabilities of estimates ofn observed by Chaffai
et al. and seen in Fig. 5 are almost entirely accounted for by
precision limitations. Trabecular thicknesses, for example,
may exhibit a wide range of biological variability but trabe-
culae are always narrow compared to typical ultrasonic
wavelengths, resulting in a small range of true backscatter
power law exponent (n) ~see Fig. 8! relative to measurement
precision.

Measured average values of power law exponent (n) in
the low frequency range have been reported as 3.26~Wear,
1999! and 3.38 ~Chaffai et al., 2000!, which are a little
higher than would be predicted by the cylinder model. Cer-
tainly, the cylinder model is only an approximation. The ex-
istence of platelike structures in addition to rodlike trabecu-
lae complicates the situation. However, as seen in Fig. 9, it is
not unreasonable to postulate that cylinderlike objects~trabe-
culae! contribute a substantial portion of the scattering. In
addition, only those platelike structures oriented approxi-
mately perpendicular to the ultrasound propagation direction
can measurably affect the frequency dependence of scatter-
ing. Finally, plates are comparatively rare in bones from
older objects, upon which the data from the studies men-
tioned above are based.

Other models~Chaffai et al., 2000; Nicholsonet al.,
2000! are useful alternatives that also demonstrate some con-
sistency with experimental results and have the advantage of
not being as geometrically restrictive as the cylinder model.
One advantage of the cylinder model compared with these,
however, is that it is not restricted to scatterers~trabeculae!
with small deviations in acoustic properties compared with
the embedding medium~marrow! ~Chaffaiet al., 2000; Ueda
and Ozawa, 1985; Nicholsonet al., 2000; Sehgal and Green-
leaf, 1984; Sehgal, 1993; Chivers, 1977!. This assumption
may be more appropriate for soft tissues than bone as the
contrasts in density and sound speed between trabeculae and
marrow are somewhat greater than those typically encoun-
tered in soft tissues~Duck, 1990, see Tables 4.1, 4.2, 4.3a,
and 5.1!. In addition, unlike the other models, the cylinder

FIG. 8. Exponent of power law fit to frequency-dependent backscatter co-
efficient as a function of trabecular thickness. The range of trabecular thick-
nesses shown corresponds to the mean6 two standard deviations reported
for human calcaneal trabecular thickness~Ulrich et al., 1999!.

FIG. 9. Human calcaneus with lateral cortical plates sliced off.
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model allows for the propagation within trabeculae of shear
waves, which have been demonstrated to propagate in corti-
cal bone~Grenobleet al., 1972!. Nevertheless, the various
models for ultrasonic scattering from bone are useful in that
they help explain certain observations. Given the complexity
of the problem, it is not unexpected that all current models,
including the cylinder model, are somewhat simplistic in
some respect.

In addition to the precision limitations discussed in this
article, the frequency-dependent backscatter measurement
has accuracy limitations as well. As mentioned previously
~Wear, 1999!, the potential effects of coherent scattering,
multiple scattering, small measurement volumes~often only
a few wavelengths deep!, ultrasonic beam distortion~due to
propagation through an inhomogeneous medium, bone!, and
phase cancellation compromise accuracy. Given these nu-
merous complicating factors, it may not be possible to ascer-
tain at present whether the greater limitation to our under-
standing of ultrasonic scattering from bone is imperfect
modeling or experimental uncertainty.
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Suppression of large intraluminal bubble expansion in shock
wave lithotripsy without compromising stone comminution:
Methodology and in vitro experiments
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To reduce the potential of vascular injury without compromising the stone comminution capability
of a Dornier HM-3 lithotripter, we have devised a method to suppress intraluminal bubble expansion
via in situ pulse superposition. A thin shell ellipsoidal reflector insert was designed and fabricated
to fit snugly into the original reflector of an HM-3 lithotripter. The inner surface of the reflector
insert shares the same first focus with the original HM-3 reflector, but has its second focus located
5 mm proximal to the generator than that of the HM-3 reflector. With this modification, the original
lithotripter shock wave is partitioned into a leading lithotripter pulse~peak positive pressure of 46
MPa and positive pulse duration of 1ms at 24 kV! and an ensuing second compressive wave of 10
MPa peak pressure and 2ms pulse duration, separated from each other by about 4ms. Superposition
of the two waves leads to a selective truncation of the trailing tensile component of the lithotripter
shock wave, and consequently, a reduction in the maximum bubble expansion up to 41% compared
to that produced by the original reflector. The pulse amplitude and26 dB beam width of the leading
lithotripter shock wave from the upgraded reflector at 24 kV are comparable to that produced by the
original HM-3 reflector at 20 kV. At the lithotripter focus, while only about 30 shocks are needed
to cause a rupture of a blood vessel phantom made of cellulose hollow fiber~i.d.50.2 mm! using the
original HM-3 reflector at 20 kV, no rupture could be produced after 200 shocks using the upgraded
reflector at 24 kV. On the other hand, after 100 shocks the upgraded reflector at 24 kV can achieve
a stone comminution efficiency of 22%, which is better than the 18% efficiency produced by the
original reflector at 20 kV (p50.043). All together, it has been shownin vitro that the upgraded
reflector can produce satisfactory stone comminution while significantly reducing the potential for
vessel rupture in shock wave lithotripsy. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1416906#

PACS numbers: 43.80.Ev, 43.80.Gx, 43.25.Yw@FD#

I. INTRODUCTION

In the past two decades, shock wave lithotripsy~SWL!
has been used routinely as an effective and safe treatment
modality for the majority of stone patients.1,2 However, clini-
cal and animal studies have also demonstrated that SWL is
accompanied by some forms of renal injury, such as hema-
turia, formation of diffuse hemorrhage and multiple hemato-
mas within the renal parenchyma, perirenal fat, and subcap-
sular connective tissue, as well as kidney edema.3,4 The
injury is primarily vascular lesions, with extensive damage to
the endothelial cells and rupture of capillaries and small
blood vessels.3,4 In young adult patients, the vascular injury
associated with SWL only affects about 2% of their func-
tional renal mass.5 Therefore, most of these patients recover
following the treatment without significant clinical conse-
quences. There are, however, subgroups of patients who are
at much higher risk for chronic injury following SWL. These
include patients with solitary kidneys, pre-existing hyperten-
sion and, in particular, pediatric and elderly patients.4 For
these high-risk patients, the long-term adverse effect of
SWL-induced tissue injury is a serious clinical concern and a

topic of continued investigation.6 It is therefore highly desir-
able to improve lithotripsy technology to minimize tissue
injury in SWL.

To reduce the adverse effects of SWL, it is important to
understand the mechanisms whereby the vascular injuries are
produced. Most previous studies suggest that cavitation, the
formation and subsequent expansion and collapse of gas/
vapor bubbles in the acoustic field of a lithotripter, may play
an important role in the vascular injury in SWL. In particu-
lar, shock wave–bubble interaction with resultant microjet
formation has been implicated as a mechanism by which the
perforation of a vessel wall, preferably in medium-to-large
size blood vessels, could be produced.3,7 However, asymmet-
ric collapse of a bubble with resultant high-speed microjet
formation may not be produced if the bubble size is small
~for example, less than 0.5 mm in diameter in the acoustic
field of a XL-1 lithotripter! due to reduced cross-section area
for shock wave-bubble interaction.7 Thus, for the majority of
vascular injury in SWL, which is often observed in capillar-
ies and small blood vessels, a different mechanism must be
responsible. Based on results from animal studies and theo-
retical calculations of SWL-induced bubble dynamics in
blood, we and others have proposed that the expansion of
intraluminal bubbles in small blood vessels would be signifi-a!Electronic mail: pzhong@acpub.duke.edu
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cantly constrained, and their subsequent collapse could be
severely weakened.8–11 Conversely, the large, rapid expan-
sion of an intraluminal bubble could significantly dilate a
vessel wall, which may lead to rupture if the resultant cir-
cumferential stress exceeds the tensile failure strength of the
vessel.9,10 This hypothesis was recently confirmed using ves-
sel phantoms made of cellulose hollow fibers.10,12 More im-
portantly, it has been shown by bothin vitro phantom12,13

and in vivo animal studies14 that if the large expansion of
cavitation bubbles is suppressed by the inversion of a lithot-
ripter waveform, the propensity for vascular injury can be
greatly reduced. These observations provide an important
clue for the reduction of vascular injury in SWL.

It should be noted that shear stresses generated by the
scattering of a lithotripter shock wave~LSW! propagating in
an inhomogeneous medium has also been postulated as a
possible mechanism for vascular injury.15 Others have sug-
gested that shear stresses associated with the microstreaming
produced by oscillating bubbles may cause cell lysis.3,16 Al-
though in vitro experiments have demonstrated that shear
stress produced by shock front distortion in an inhomoge-
neous medium can cause damage to nitrocellulose
membranes,15 it is still unknown whether such a mechanism
could lead to rupture of blood vesselsin vivo. Further, the
shear stress theory has difficulty explaining why minimal
damage is produced in swine kidneys exposed to a clinical
dose of inverted LSWs.14

Bubble dynamics in SWL is strongly influenced by the
pressure waveform and pulse sequence.17–19 Hence, it is
possible that optimization of the waveform and sequence of
LSWs may produce more desirable cavitation activity for
better stone comminution and reduced tissue injury. In fact,
recent studies have shown that stone comminutionin vitro
can be significantly improved by the forced~instead of iner-
tial! collapse of cavitation bubbles near a target con-
cretion.10,20,21 Moreover, animal studies have demonstrated
that suppression of bubble expansion by inversion of the
LSW could substantially reduce vascular injuryin vivo.13,14

Unfortunately, the inversion of LSWs also diminishes stone
comminution;13,14 and thus, it cannot be used for lithotripsy.
Overall, it is clear that further optimization of the pressure
waveform, distribution, and sequence of the LSWs is needed
in order to maximize stone comminution while minimizing
tissue injury in SWL.

In this work, we developed a method to modify the pres-
sure waveform of the LSW to suppress the large intraluminal
bubble expansion in SWL without compromising stone com-
minution capability of a Dornier HM-3 lithotripter. This
strategy is based on the idea that a weak compressive wave
superimposing or immediately following the tensile compo-
nent of a LSW can suppress the expansion of cavitation
bubbles induced in a lithotripter field. While others have ex-
plored different approaches to modify the ellipsoidal reflec-
tor of a lithotripter, their aims were either to produce stronger
shear stress in the target stone22 or to concentrate cavitation
near the lithotripter focus point.19,23In the following, we first
describe the design concept and its theoretical confirmation.
We then detail the experimental approach to alter the HM-3
reflector and the physical characterization to assess the influ-

ence of this modification on the lithotripter field, bubble
expansion, stone comminution, and vessel rupture. It was
found that the upgraded reflector could produce satisfactory
stone comminution with greatly reduced potential for vascu-
lar injury.

II. DESIGN CONCEPT AND EXPERIMENTAL
METHODS

A. Design concept and theoretical assessments

The expansion of cavitation bubbles in SWL is deter-
mined primarily by the tensile component of a LSW.17,18 To
suppress cavitation without compromising stone comminu-
tion capability of a lithotripter, it is possible conceptually to
use a compressive wave either to cancel partially the tensile
component of a LSW or to disturb sufficiently the radial
expansion of the bubble. The feasibility of thisin situ pulse
superposition approach was assessed theoretically by assum-
ing that a half-sinusoidal compressive wave of 1.5ms pulse
duration and 10–20 MPa peak pressure can be superim-
posed, at various interpulse delays (Dt), with a typical LSW
produced by an HM-3 lithotripter~Fig. 1!. The correspond-
ing bubble dynamics in water were calculated using the
Gilmore model implemented in a numerical code developed
previously.24 Gas diffusion was not considered since we are
mainly interested in the expansion phase of the bubble
dynamics.12 For the original HM-3 pulse, the maximum
bubble radius was predicted to be 1.1 mm. In comparison,
superposition of the compressive wave with the HM-3 pulse
was found to significantly reduce the maximum bubble ex-
pansion. With proper interpulse delay (Dt53.0– 6.5ms), the
maximum bubble radius was predicted to be in the range of
0.3–0.7 mm for a compressive wave with a peak pressure of
10–20 MPa, corresponding to a 36%–74% reduction in
maximum bubble expansion.

As we have shown recently via high-speed photography,
the initial expansion of a bubble induced in a small blood
vessel phantom during SWL could be quickly stopped by the
constraint of the vessel wall once bubble-vessel contact was
established.12 Presumably, the kinetic energy associated with
the expanding bubble at the moment of the contact would be
largely converted into the mechanical energy consumed by
the circumferential dilation of the vessel wall, which eventu-
ally led to rupture. If the bubble were produced in a free field
without constraint, the kinetic energy would be converted
into the potential energy of the bubble at its maximum
expansion.12 Therefore, on a first order approximation, the
energy absorbed by the vessel wall can be estimated by the
difference in potential energyEp between the bubble at the
size of the vessel lumen and the bubble at its maximum
expansion in a free field:

Ep5E
Rn

Rmax
P04pR2 dR5

4

3
p~Rmax

3 2Rn
3!P0 , ~1!

whereR is bubble radius,Rmax is the bubble radius at maxi-
mum expansion,Rn is the radius of the vessel lumen, andP0

is the ambient pressure of the surrounding liquid. For small
blood vessels (Rn,0.1 mm, and thusRn /Rmax,0.01 in a
typical lithotripter field!, Ep is proportional toRmax

3 . There-
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fore, a small reduction inRmax ~for example, 30%! could
lead to a profound decrease inEp ~;66%! and, conse-
quently, the propensity for vessel rupture. This is the physi-
cal basis for utilizing anin situ pulse superposition technique
to reduce the potential of vascular injury in SWL.

B. Modification of the HM-3 reflector

To producein situ pulse superposition, we devised a
general strategy for the modification of electrohydraulic
shock wave lithotripters. A thin shell ellipsoidal reflector in-
sert ~see Table I for its geometric parameters! was designed

and fabricated to fit snugly into the original reflector of an
HM-3 lithotripter ~Fig. 2!. The inner surface of the reflector
insert was designed to share the same first focus (F185F1),
but with its second focus (F28) located 5 mm proximal to the
generator than that (F2) of the original HM-3 reflector. Be-
cause the insert reflector covers a large portion of the original
HM-3 reflector, it becomes the primary reflecting surface to
form a leading LSW after each spark discharge atF1 . Wave
reflection from the remaining uncovered bottom surface of
the HM-3 reflector, on the other hand, produces a second
shock wave. Due to the geometric differences between the
insert and the HM-3 reflectors, this second shock wave is
delayed from the leading LSW. The interpulse delay can be
controlled by appropriate selection of the geometry of the
ellipsoidal reflector insert. Considering that the distance be-
tween the geometric foci of the HM-3 and insert reflectors is
F22F2852c22c852Dc, the interpulse delayDt can be ap-
proximated by

Dt5$2a2~2a812Dc!%/C0 , ~2!

wherea, b, c are the semimajor axis, semiminor axis, and
half-focal length of the original HM-3 ellipsoidal reflector
~with a25b21c2), and a8, b8, c8 are the corresponding
values for the reflector insert, respectively, andC0 is the
sound speed in water. From Eq.~2! and Table I, the inter-
pulse delay produced by the reflector insert is estimated to be
about 4ms.

The reflector insert was fabricated in eight segments,
with each segment being able to be attached to the original
HM-3 reflector via an adapter ring using position pins,
screws, and supporting rods~Fig. 3!. There are six small
~40°! and two large~60°! segments, allowing some adjust-
ments of the pressure amplitude and intensity of the two
waves by altering the number of the reflector inserts used.
Because the bottom surface of the original HM-3 reflector is
used for the generation of the second shock wave, the effec-
tive reflecting surface for the leading LSW is significantly
reduced. To compensate partially for this loss, the upper rim

FIG. 1. The effect ofin situ pulse superposition on the maximum bubble
expansion in an HM-3 lithotripter field. The contour plot depicts the maxi-
mum bubble radius in mm calculated using the Gilmore model as a function
of the peak pressure of the second wave (P2

1) and the interpulse delay (Dt).
The pulse duration of the second wave (t2

1) is 1.5 ms. LSW: lithotripter
shock wave, SW: shock wave.

FIG. 2. A schematic diagram of the design and geometry of a reflector
insert, in relation to the original HM-3 reflector.

TABLE I. The geometric parameters of the original HM-3 and the upgraded
ellipsoidal reflectors. Note:a, b, c are the semimajor axis, semiminor axis,
and half-focal length of the original HM-3 reflector anda8, b8, c8 are the
corresponding values for the upgraded reflector, respectively.

HM-3 reflector Upgraded reflector

a5138.1 mm a85132.5 mm
b5 78.0 mm b85 71.5 mm
c5114.0 mm c85111.5 mm
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of the reflector insert was extended 10 mm above the aper-
ture of the original HM-3 reflector. In this design, the effec-
tive solid angles of the upgraded reflector for the leading
LSW and the second wave are 65° and 21.6°, respectively,
compared to 61° for the original HM-3 reflector. In addition,
by placing the geometric focus of the reflector insert 5-mm
proximal to the generator thanF2 , a higher peak positive
pressure could actually be produced atF2 . This is because
the maximum peak positive pressure in a lithotripter field is
not produced exactly at the geometric focus of the reflector,
but rather shifted about 5–10 mm away from the generator
because of nonlinear propagation of the LSW.25–27

C. Physical characterization

1. Pressure waveform measurements

The pressure waveforms produced by the original and
upgraded HM-3 lithotripter were measured using a hydro-
phone system with disposable PVDF membranes and a
nominal bandwidth of 50 MHz~Sonic Industries, Hatboro,
PA!. To protect it from cavitation damage, the PVDF mem-
brane was encapsulated in castor oil and recalibrated.28 The
hydrophone was attached to a three-axis translation stage,
tilted at 14° angle from the horizontal plane to align normal
to the shock wave axis of the HM-3 generator. Before the
experiment, the sensing element of the hydrophone was
aligned withF2 under the guidance of the biplanar fluoro-
scopic imaging system of the HM-3 lithotripter. The align-
ment was accomplished by placing a pair of thin wires cross-
ing each other right underneath the sensing element of the
hydrophone. After the alignment, the thin wires were care-
fully removed before shock wave exposure. The hydrophone
was scanned in 2.5-mm steps both along and transverse to
the shock wave axis atF2 to map the acoustic field of the
lithotripter. Four measurements were made at each location,
with the pressure wave forms registered on a digital oscillo-
scope~LeCroy 9314M, Chestnut Ridge, NY! operated at 100
MHz sampling rate.

2. Passive cavitation detection

To assess qualitatively the maximum bubble expansion
in the acoustic field of the HM-3 lithotripter, a 1 MHz fo-
cused transducer~V392-SU, Panametrics, Waltham, MA!
with a focal length of 101.6 mm and a26 dB beam diameter
of ;4 mm was used to measure the acoustic emission~AE!

associated with bubble oscillations in water.8 The focused
transducer, attached to a three-axis translation stage, was first
aligned perpendicularly to the lithotripter axis and confocally
with F2 . It was then scanned along the lithotripter axis in
5-mm steps both prefocally and postfocally. Ten samples of
AE signals were recorded at each position.

D. Performance evaluation

1. Tissue mimicking phantom

To mimic the tissue environmentin vivo, an acrylic test-
ing chamber~25.4325.4315.2–21.6 cm, L3W3H! with a
115-mm thick polyester membrane at the bottom was placed
above the HM-3 generator~see Fig. 4!. The lithotripter focus,
located on the central axis of the chamber, is about 50 mm
from the bottom surface. A slab of tissue mimicking phantom
~25.432.54 cm, Diameter3Thickness!, prepared following
the method described by Madsen and associates,29 was
placed at the bottom of the chamber, which was filled with
castor oil. The sound speed and attenuation coefficient of the
tissue phantom was determined by a through transmission
technique to be 1550 m/s and 0.8 dB/cm/MHz, respectively,
in the frequency range of 1.0–3.5 MHz. Pressure measure-
ments using a PVDF membrane hydrophone revealed that
the tissue phantom reduces the peak positive and peak nega-
tive pressure of the LSW by 23% and 7%, respectively, while
almost doubling the rise time of the shock front~16.8 ns in
water vs 29.4 ns with tissue mimicking phantom!.21 These
results are similar to the variations in pressure waveforms
measuredin vitro versusin vivo in a swine kidney.30

2. Stone comminution

To mimic stone comminution in the renal pelvis, a spe-
cial holder was fabricated using a rubber finger cot~30320
mm, L3D! and a plastic cylinder~70325 mm, L3D! ~see
Fig. 4!. Spherical stone phantoms (D510 mm) were made
of plaster-of-Paris with a powder to water mixing ratio of 1.5
to 1.0 by weight, which has an acoustic impedance within
the range reported for renal calculi.31 The weight of each

FIG. 3. Photographs showing~a! the original HM-3 reflector and~b! the
upgraded reflector. The reflector insert was fabricated in eight segments,
with each segment being able to be attached individually to the original
HM-3 reflector via an adapter ring using position pins, screws, and support-
ing rods.

FIG. 4. Experimental setup for stone comminution tests in an HM-3 lithot-
ripter. Tissue mimicking phantoms were used to simulate the effects of
tissue attenuation on incident lithotripter shock waves.
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phantom~in dry state! was measured. Before placing it into
the holder, each stone phantom was immersed in degassed
water for at least 10 minutes until no visible bubbles could
be observed to come out from the phantom. A cylinder of
tissue-mimicking material was also placed inside the holder
above the stone phantom. Furthermore, the holder was con-
nected to the hydraulic gantry of the HM-3 lithotripter so
that the stone phantom could be positioned atF2 under bi-
planar fluoroscopic imaging guidance. A total of 100 shocks
were delivered to the stone phantom, using either the original
or upgraded reflector at a pulse repetition rate of 1 Hz. After
the shock wave exposure, all the fragments were carefully
removed from the holder, spread out into a layer on paper,
and let dry at room temperature for 24 hours. The dry frag-
ments were then filtered through an ASTM standard sieve
~W.S. Tyler No. 10! with 2-mm grid. The comminution effi-
ciency was determined by the percentage of fragments less
than 2 mm, which can be discharged spontaneously after
clinical shock wave treatment.32 Six samples were used un-
der each test configuration.

3. Rupture of vessel phantoms

The propensity of vascular injury produced by the origi-
nal and upgraded HM-3 lithotripter was evaluated using a
vessel phantom made using a single cellulose hollow fiber of
0.2-mm inner diameter and a wall thickness of 8mm ~Spec-
trum, Gardena, CA!.12 Degassed water (O2 concentration:
,4 mg/L!, seeded with 0.1% contrast agent Optison
~Mallinckrodt Inc., St. Louis, MO! by volume serving as
cavitation nuclei, was circulated by a peristaltic pump
~Model 7619-50, Cole–Parmer, Vernon Hills, IL! at a flow
rate of 217 mm/second in the hollow fiber. The use of con-
trast agents in the test fluid is to ensure that cavitation inside
the vessel phantom can be produced consistently to facilitate
the comparison of vessel rupture potential produced by the
original and upgraded HM-3 lithotripter. The vessel phantom
was immersed in a testing chamber filled with highly viscous
castor oil to suppress cavitation activity outside the vessel
phantom. In addition, a low pulse repetition rate~,0.1 Hz!
of the LSWs was employed so that before each shock wave
exposure any visible bubbles outside the vessel phantom
could be removed. This approach was used to minimize the
shear stress generated either by the scattering of LSW from
bubbles trapped in castor oil or by simultaneous bubble ex-
pansion both inside and outside the hollow fiber.10 Rupture
of the vessel phantom could be easily identified since the
circulating fluid~i.e., degassed water seeded with ultrasound
contrast agents! would leak out, forming a liquid droplet in
castor oil at the rupture site. At this point, the experiment
was stopped and the number of shocks delivered was re-
corded. Before the next test~using a new vessel phantom!,
the castor oil containing the liquid droplet was aspirated out
using a syringe and equal volume of fresh castor oils were
replenished to the test chamber. If no rupture was observed
after 200 shocks, the experiment was also terminated. A total
of six samples were used under each test configuration, from
which the mean value and standard deviation of the number
of shocks needed to cause a rupture were determined.

III. RESULTS

A. Physical characterization

1. Pressure wave forms and distribution

Figure 5 shows three representative pressure wave forms
of the LSWs produced atF2 by the original and upgraded
reflectors at 24 kV. Using the original HM-3 reflector, a typi-
cal LSW was measured at 180.6ms after the spark discharge
@Fig. 5~a!#, which was registered by a photodetector to pro-
vide a reliable time reference (t50 s) of the event. This
LSW consists of a leading compressive wave of;1 ms pulse
duration followed by a tensile component of;4 ms, similar
to the pressure wave forms measured in previous studies.33,34

Due to the higher propagation speed of the LSW, its arrival
time atF2 is about 3ms earlier than that estimated using the
acoustic wave speed in water. In comparison, using the full-
array reflector insert a LSW was measured at 176.8ms, in
consequence of the shorter major axis of the reflector insert
@Fig. 5~b!#. In addition, a second pulse, largely compressive,
was detected superimposing on the tensile tail of the leading
LSW. On average, the peak-to-peak time delay between the
leading LSW and the second wave is 3.8ms, close to the
estimated interpulse delay based on the geometric differ-
ences between the original and upgraded reflectors. Further-
more, it is interesting to note that when two large~60°! seg-
ments located opposite to each other were removed from the
reflector insert, the leading LSW became weaker while the
second wave grew stronger@Fig. 5~c!#. This result demon-
strates the feasibility of altering the pressure waveform of the
LSW by simply adjusting the geometry of the reflector insert.
A comprehensive evaluation of this approach, however, is
beyond the scope of this investigation. In the following, only
the results from the full-array reflector insert are presented.

FIG. 5. Representative pressure wave forms of the lithotripter shock waves
generated by using~a! the original HM-3 reflector,~b! the upgraded reflector
~full-array!, and~c! the upgraded reflector~without two 60° segments!, all at
an output voltage of 24 kV.
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The distributions of the peak positive (P1) and peak
negative (P2) pressure of the LSWs generated by the origi-
nal and upgraded reflectors, both along and transverse to the
shock wave axis atF2 , are shown in Fig. 6. To highlight the
general beam profile, the original data points from each re-
flector configuration were fitted with a Gaussian distribution
curve using a commercial graphic program~SigmaPlot 5.0,
SPSS, Chicago, IL!. It can be seen that the beam profile
produced by the upgraded reflector at 24 kV fits in between
those produced by the original reflector at 20 and 24 kV. In
general,P1 from the upgraded reflector at 24 kV was found
to be much closer to the value produced by the original re-
flector at 20 kV than at 24 kV. This is because the effective
reflecting surface for the LSW in the upgraded reflector is

significantly reduced compared to the original HM-3 reflec-
tor; therefore, it has to be compensated by increasing the
output voltage of the lithotripter. AtF2 , the mean values and
standard deviations ofP1 for the original reflector at 20 and
24 kV are 44.761.5 and 59.866.3 MPa, respectively, while
the corresponding value for the upgraded reflector at 24 kV
is 45.665.6 MPa. In comparison, the corresponding values
for P2 are similar between the original and upgraded reflec-
tors; they are210.460.78 and210.560.74 MPa for the
original and upgraded reflector at 24 kV, and29.160.76
MPa for the original reflector at 20 kV, respectively. From
the original data in Fig. 6~a!, it can also be seen that the
maximumP1 was measured slightly beyond the geometric
focus of each reflector (z50 mm for the original andz
525 mm for the upgraded!. Yet, the maximumP2 was
found to shift towards the shock wave generator. These char-
acteristic shifts in the maximum ofP1 andP2 are presum-
ably caused by the nonlinear propagation of the LSW.25–27

Based on the distribution ofP1, the26-dB transverse beam
width at F2 were determined to be 7.2 and 8.3 mm for the
original reflector at 20 and 24 kV, respectively, and 7.2 mm
for the upgraded reflector at 24 kV. These values are smaller
than those reported previously;33,34 and the reason for the
discrepancy is unknown. Due to the limited data available,
the 26-dB focal zone along the shock wave axis could not
be determined.

Table II summarizes the pressure amplitudes and tempo-
ral parameters of the shock waves produced by the original
and upgraded reflectors atF2 . One notable change in the
temporal profile of the LSWs is that the rise time of the
shock front produced by the upgraded reflector~221 ns! is
much longer than that~27 ns! produced by the original re-
flector. This could be caused in part by a small misalignment
between the different segments of the reflector insert; for
instance, a misalignment of 0.15 mm would lead to a 100 ns
delay in wave front arrival time. This problem, however, can
be amended by fabricating the reflector insert as a single unit
once the optimal geometry of the reflector is determined.
Another notable change from the upgraded reflector is the
significant reduction in the pulse duration of the tensile com-
ponent of the LSW (t2). At 24 kV, althoughP2 is compa-
rable between the original and upgraded reflectors,t2 is re-
duced by about 48% using the reflector insert. This reduction
in t2 should greatly lessen the expansion of cavitation
bubbles induced by the LSW. AtF2 , the P1 for the second
shock wave is estimated to be about 10.4 MPa using a wave

FIG. 6. Distribution of the peak pressure of the lithotripter shock waves~a!
axial distribution and~b! transverse distribution, generated by using the
original reflector at 20 and 24 kV, and the upgraded reflector at 24 kV.

TABLE II. Peak pressure and temporal parameters of the shock waves produced by different reflector configu-
rations. Beam width:26 dB range of the peak positive pressure transverse to the lithotripter axis.t r : Rise time
of the shock front, measured from 10% to 90% of the peak positive pressure.t1: Positive pulse duration,
measured by the zero-crossing duration of the first positive cycle of the shock wave.t2: Negative pulse
duration, measured by the zero-crossing duration of the first negative cycle of the shock wave.

Reflector configuration
P1

~MPa!
P2

~MPa!
Beam width

~mm!
t r

~ns!
t1

~ms!
t2

~ms!

Original HM-3 @ 24 kV 59.8466.29 210.4460.78 8.3 27.364.6 0.8760.06 3.9360.17
Upgraded @ 24 kV 45.5765.58 210.4660.74 7.2 220.8696 1.0660.34 2.0660.28
Original HM-3 @ 20 kV 44.6861.54 29.0560.76 7.2 27.064.3 1.3660.17 4.9060.06
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form subtraction method. As shown in Fig. 5, the pulse du-
ration of the second shock wave is about 2ms atF2 .

2. Acoustic emission

Figure 7 shows three typical acoustic emission~AE! sig-
nals associated with cavitation bubbles produced by the
original and upgraded reflectors around the beam focus of
the HM-3 lithotripter. Two distinct, temporally separated
pressure bursts were detected in each AE trace. The first
burst corresponds to the initial compression and ensuing ex-
pansion of cavitation nuclei by the incident LSW and the
second one corresponds to the subsequent inertial collapse of
the bubble cluster.17,24,35 Previous studies have shown that
the collapse time (tC), defined by the time delay between the
peaks in the first and second pressure bursts, correlates with
the maximum expansion of the bubble cluster.8,28,35 Using
the 1 MHz focused hydrophone, the variation intC along the
lithotripter axis was determined~Fig. 8!. It was found that

for the original HM-3 reflector the maximumtC was pro-
duced profocally atz5210 mm, which is consistent with
the position of the maximumP2 for the LSWs~Fig. 6!. In
comparison,tC from the upgraded reflector at 24 kV is gen-
erally smaller than that from the original reflector both at 20
and 24 kV. The largest differences were observed atz
5210 mm, withtC being reduced from 334 and 429ms for
the original reflector at 20 and 24 kV to 254ms for the
upgraded reflector at 24 kV, corresponding to a 24% and
41% reduction, respectively. At F2, although the value oftC

was found to be slightly reduced from the original reflector
at 20 kV to the upgraded reflector at 24 kV, the difference is
not statistically significant (p50.3624).

B. Stone comminution

Using the phantom system~see Fig. 4! designed to
mimic stone comminution in the renal pelvis during SWL,
the fragmentation efficiencies produced by the original and
upgraded reflectors were evaluated. As shown in Fig. 9, 18%
and 33% of the stone mass were reduced to fragments less
than 2 mm following 100 shocks produced by the original
lithotripter at 20 and 24 kV, respectively. Correspondingly, a
fragmentation efficiency of 22% was achieved using the up-
graded reflector at 24 kV. These results indicate that although
stone fragmentation is reduced by about 33% using the up-
graded reflector at 24 kV, it is still better than that produced
by the original HM-3 reflector at 20 kV. Together with the
results in Fig. 6, it is clear that increasing the output voltage
of the lithotripter can compensate the reduction in pressure
amplitude and fragmentation power due to the modification
of the reflector.

C. Rupture of vessel phantoms

Using the original HM-3 reflector, rupture of the hollow
fiber vessel phantoms was produced consistently along the
shock wave axis aroundF2 both at 20 and 24 kV~Fig. 10!.
The propensity for rupture was found to be higher prefocally

FIG. 7. Typical acoustic emission~AE! signals produced by using the origi-
nal HM-3 reflector at~a! 24 kV and~b! 20 kV, and~c! the upgraded reflector
at 24 kV. The collapse time of the bubble cluster is determined by the time
delay between the peak pressure of the first~1°! and second~2°! AE bursts.

FIG. 8. Collapse time of the bubble clusters generated in water along the
lithotripter axis by using the original HM-3 reflector at 20 and 24 kV, and
the upgraded reflector at 24 kV. A student’st-test was performed to deter-
mine statistically significant differences (p,0.05) between the results pro-
duced by the original HM-3 reflector at 20 kV and that from the upgraded
reflector at 24 kV for each axial location. The significant levels~p values!
are shown in the figure.

FIG. 9. Percentage of stone fragments less than 2 mm in size following 100
shocks produced by using the original HM-3 reflector at 20 and 24 kV, and
the upgraded reflector at 24 kV. A student’st-test was performed to deter-
mine statistically significant differences (p,0.05) between the results pro-
duced by the original HM-3 reflector at 20 kV and that from the upgraded
reflector at 24 kV. The significant levels~p values! are shown in the figure.

3289J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 P. Zhong and Y. Zhou: Suppression of intraluminal bubble expansion



(z50 –210 mm) where less than 60 shocks were needed to
cause a rupture than postfocally (z55 – 10 mm) where 100
to 200 shocks were needed. Overall, the damage potential
was found to increase with the output voltage of the litho-
tripter, especially along the beam axis wherez.5 mm.
These results are expected considering thatP2 of the LSW
increases with the output voltage of the lithotripter, and its
maximum is reached aroundz5210 mm. In contrast, using
the upgraded reflector, no rupture of the vessel phantom
could be observed even after 200 shocks. The only exception
was atz525 mm where rupture was observed after 131641
shocks~mean6s.d.!, which may correspond to the highest
tensile pressure produced by the upgraded reflector@see Fig.
6~a!#. Nevertheless, this average number is still about three
times of the number of shocks needed to cause a rupture
using the original reflector~39624 at 20 kV and 35616 at
24 kV, respectively!. All together, these results suggest that
compared to the original HM-3 reflector, the upgraded reflec-
tor can produce satisfactory stone comminution with greatly
reduced potential for vascular injury.

IV. DISCUSSION

To reduce the potential for vascular injury without com-
promising the stone comminution capability of a Dornier
HM-3 lithotripter, we have devised a method to suppress
intraluminal bubble expansion viain situ pulse superposi-
tion. This is achieved by a simple modification of the origi-
nal ellipsoidal reflector to partition each shock wave gener-
ated by the spark discharge atF1 into a leading LSW and an
ensuing second compressive wave, separated from each other
by about 4ms. The superposition of the two waves leads to a
selective truncation of the trailing tensile component of the
LSW, and consequently, a reduction in bubble expansion.
This strategy is based on our recent observation that the
rapid, large intraluminal bubble expansion constitutes an im-

portant mechanism for the rupture of capillaries and small
blood vessels in SWL.12 In this study, we have shownin
vitro that such a strategy can produce satisfactory stone com-
minution while significantly reducing the potential for vessel
rupture. This improvement, if confirmedin vivo, could sig-
nificantly reduce the adverse effects of lithotripsy, which will
be particularly important for pediatric and elderly patients
who are at much higher risk for SWL-induced chronic
injury.6

Since the pulse duration of the second compressive
wave is about 2ms, it cannot completely neutralize the ten-
sile component of the LSW~;4 ms!. Therefore, the inter-
pulse delay between the leading LSW and the second com-
pressive wave could be critical in determining the
effectiveness of using anin situ pulse superposition tech-
nique to suppress bubble expansion. Furthermore, as shown
in Fig. 5 the size and geometry of the reflector insert can
significantly influence the pressure amplitude and profile of
the LSW, and thus affect the resultant bubble activity. In this
work, we chose an interpulse delay of;4 ms based on the-
oretical evaluation of the maximum bubble expansion in re-
sponse to a modified LSW~see Fig. 1! for proof of principle.
Further optimization in the geometry and size of the reflector
insert and in the interpulse delay is needed to improve the
effectiveness of this approach~especially atz525 mm)
while maintaining satisfactory stone comminution.

At the lithotripter focus, the measuredtC is similar be-
tween the values for the original reflector at 20 kV and that
for the upgraded reflector at 24 kV~Fig. 8!, but the potential
for vessel rupture is quite different~Fig. 10!. Our interpreta-
tion of these results is that althoughtC correlates well with
the maximum expansion of the bubble cluster, it does not
provide any information about the rate and maximum dila-
tion of the vessel wall by the expanding intraluminal
bubbles, which are critical parameters in determining vessel
rupture.12 Moreover, when measured in a free field, the value
of tC could be affected by bubble aggregation along the
lithotripter axis.8,12 To gauge more accurately the potential
for vessel rupture in a lithotripter field, techniques that can
quantify the rate and maximum dilation of a vessel wall by
intraluminal expansion of cavitation bubbles are needed.

It is important to note that although cavitation has long
been speculated to play an important role both in stone
comminution36–38 and in tissue injury,3,4 only recent studies
have demonstrated that the underlying mechanisms by which
cavitation contributes to stone comminution and to tissue
injury are different.12,39 It is therefore reasonable to suggest
that selective manipulation of the bubble dynamics in SWL
may enhance treatment efficiency while simultaneously re-
ducing tissue injury. For example, it has been shown that the
forced collapse of LSW-induced cavitation bubbles near a
stone surface produced by a piezoelectric annular array gen-
erator that is retrofitted around a HM-3 reflector can signifi-
cantly enhance the efficiency of stone comminution in
SWL.20,21 Combined with thein situ pulse superposition
technique developed in this work, it may be possible to se-
lectively intensify cavitation activity near the target stone for
improved treatment efficiency while suppressing bubble ex-

FIG. 10. The relationship between the number of shocks to cause a rupture
of a cellulose hollow fiber~i.d.50.2 mm! and its axial position in the lithot-
ripter field (n56). A student’st-test was performed for each location be-
tween the results of 20 kV and 24 kV using the original HM-3 reflector. The
significant levels~p values! are shown in the figure.
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pansion in adjacent renal tissues along the lithotripter axis to
reduce the adverse effects of SWL.
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Sounds generated due to rubbing of knee-joint surfaces may lead to a potential tool for noninvasive
assessment of articular cartilage degeneration. In the work reported in the present paper, an attempt
is made to perform computer-assisted auscultation of knee joints by auditory display~AD! of
vibration signals ~also known as vibroarthrographic or VAG signals! emitted during active
movement of the leg. Two types of AD methods are considered: audification and sonification. In
audification, the VAG signals are scaled in time and frequency using a time-frequency distribution
to facilitate aural analysis. In sonification, the instantaneous mean frequency and envelope of the
VAG signals are derived and used to synthesize sounds that are expected to facilitate more accurate
diagnosis than the original signals by improving their aural quality. Auditory classification
experiments were performed by two orthopedic surgeons with 37 VAG signals including 19 normal
and 18 abnormal cases. Sensitivity values~correct detection of abnormality! of 31%, 44%, and 83%,
and overall classification accuracies of 53%, 40%, and 57% were obtained with the direct playback,
audification, and sonification methods, respectively. The correspondingd8 scores were estimated to
be 1.10,20.36, and 0.55. The high sensitivity of the sonification method indicates that the technique
could lead to improved detection of knee-joint abnormalities; however, additional work is required
to improve its specificity and achieve better overall performance. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1413995#

PACS numbers: 43.80.Qf, 43.80.Vj, 43.80.Jz@FD#

I. INTRODUCTION

Auscultation, the method of examining functions and
conditions of physiological systems by listening to the
sounds they produce, is one of the ancient modes of diagno-
sis. The first use of vibration or acoustic emission as a diag-
nostic aid for bone and joint disease is found in Laennec’s
treatise on auscultation~cited by Mollan et al.1!. Laennec
was able to diagnose fractures by auscultating crepitus
caused by the moving broken ends of bone. Heuter, in 1885,
used a myodermato-osteophone~a type of stethoscope! to
localize loose bodies in human knee joints~see Mollan
et al.1!. In 1929, Walters reported on the auscultation of 1600
joints and detected certain sounds before symptoms become
apparent;2 he suggested that the sounds might provide early
signs of arthritis.

After 1933, most of the works reported on knee-joint
sounds have been on objective analysis of the sound or vi-
bration signals~also known as vibroarthrographic or VAG
signals! for noninvasive diagnosis of knee-joint
pathology.3–11 Although auscultation of knee joints using
stethoscopes is occasionally practiced by clinicians, there is

no published evidence of their diagnostic value. Also, no
study has been reported on computer-aided auscultation of
knee-joint sounds~except our preliminary reports related to
the present paper.12,13 This paper proposes methods for
computer-aided auscultation of knee-joint sounds based on
auditory display~AD! techniques.

The VAG data acquisition procedure is briefly described
in Sec. II. An introduction to AD techniques is presented in
Sec. III. In Sec. IV, the motivation for AD and auditory
analysis of VAG signals is outlined. The proposed AD tech-
niques are described in Sec. V. In Sec. VI, the performance
of the proposed methods is evaluated with easily recogniz-
able signals. Experimental results of auditory analysis of
VAG signals are provided in Sec. VII. In Sec. VIII, the con-
clusions of the work are presented.

II. DATA ACQUISITION

Each subject sat on a rigid table in a relaxed position
with the leg being tested freely suspended in air. An acceler-
ometer~Dytran 3115a! was affixed on the skin surface at the
mid-patella position of the knee joint by using double-sided
adhesive tape. The VAG signal was recorded as the subject
swung the leg over an approximate angle range of 135°
→0°→135° in 4 s. Informed consent was obtained from

a!Author to whom correspondence should be addressed; electronic mail:
ranga@enel.ucalgary.ca.
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every subject. The experimental protocol has been approved
by the Conjoint Health Research Ethics Board of the Univer-
sity of Calgary.

The VAG signals were prefiltered~10 Hz–1 kHz! and
amplified before digitizing at a sampling rate of 2 kHz. Fur-
ther details of data acquisition may be found in Krishnan
et al.9 The database used in the present study consists of 37
signals~19 normal and 18 abnormal!. The abnormal signals
were collected from symptomatic patients scheduled to un-
dergo arthroscopy, and there was no restriction imposed on
the type of pathology.

III. AUDITORY DISPLAY

AD may be defined as aural representation of a stream
of data.14 The field of AD is emerging, and has recently
drawn attention in the areas of geophysics,15 biomedical
engineering,16,17 speech signal analysis,18 image
analysis,19–23 aids for the handicapped,23–25 and computer
graphics.24 AD should be performed in such a manner as to
take advantage of the psychoacoustics of the human ear. AD
techniques may be broadly classified into two categories:
audification and sonification.14 The following sections give
brief descriptions of the two types of AD techniques.

A. Audification

Audification is the direct transformation of a data stream
to the auditory domain for the purposes of monitoring and
analysis. Filters and signal processing techniques may be
used to assist the user of the display in isolating certain
events, but there are no sound-synthesizing elements in-
volved. Audification has been applied to seismic signal
analysis15 for studying earthquakes, and to speech signal
analysis18,26 for speaker verification and identification pur-
poses. Audification of the phonocardiogram16 has been
shown to assist cardiologists in studying the transient prop-
erty of heart sounds and the more complex random property
of heart murmurs. Audification of random-textured images
has been explored for the analysis of magnetic resonance
images of the brain.19–22

B. Sonification

In sonification, features extracted from the data are used
to control a sound synthesizer. The sound signal generated
does not bear a direct relationship to the original data. A
simple example of a sonification technique is the mapping of
parameters derived from a data stream to AD parameters
such as pitch and loudness. Fitch and Kramer17 performed
sonification of physiological data and compared it with stan-
dard visual display. They observed that the subjects per-
formed faster and accurate analysis with sonification of
physiological data than with visual display. Sonification pro-
cedures have been proposed for aural analysis of images with
ordered texture.19–22

IV. MOTIVATION FOR AD OF VAG

Prior to graphical recording and analysis of VAG sig-
nals, auscultation of knee joints was the only noninvasive
method available to distinguish normal joints from degener-

ated joints. Significant success has been claimed by several
researchers using the auscultation technique. However, clas-
sification of knee joints by auscultation is a highly subjective
technique. Furthermore, a significant portion of the VAG sig-
nal energy lies below the threshold of auditory perception of
the human ear in terms of frequency and/or intensity. The
situation may be ameliorated by developing AD methods for
computer-aided auscultation of knee-joint vibrations.12,13The
main motivating factors in applying AD techniques to VAG
are as follows.

~1! It has been established through objective signal analysis
of VAG that sounds generated by abnormal knees are
distinctive and different from those produced by normal
knees.3–11 Sounds of diagnostic value may be made
prominent by applying suitable AD techniques to VAG.

~2! AD of VAG obtained by using vibration sensors may
facilitate relatively noise-free and localized auditory
analysis when compared to direct auditory analysis via
auscultation with a stethoscope.

~3! AD of VAG can be combined with other objective signal
analysis procedures to reach a reliable diagnostic deci-
sion in a multimedia setting.

~4! AD of VAG can be used to train health-care profession-
als, and may lead to the development of a teaching tool
for learning auscultation of knee-joint sounds.

V. PROPOSED METHODS FOR AD OF VAG

The work described in this paper hypothesizes that au-
ditory analysis of VAG data may aid an orthopedic surgeon
or physician in making diagnostic inferences. In this section,
both audification and sonification techniques for auditory
analysis of VAG data are developed. This study is the first
attempt to listen to knee sounds detected by vibration sen-
sors.

A. Audification of VAG signals

It is evident from a review of auscultation of knee joints
that significant diagnostic information can be deduced by
listening to knee sounds through a stethoscope. Although a
common stethoscope does not have better dynamic range of
frequency response and sensitivity than those of vibration
sensors, its ability to facilitate auscultation of important di-
agnostic events is well established. The audification of VAG
signals was performed in two ways:~1! direct playback, and
~2! audification via a time-frequency scaling method based
on a signal decomposition technique using matching pursuit
~MP!.27

1. Direct playback

In direct playback, the digitized VAG signals were con-
verted to the audio file~.au! format, and played at the sam-
pling rate of 2 kHz using the ‘‘audiotool’’ program in an
Ultrasparc~SUN microsystems! station. The signals were of
4 s duration, covering one complete cycle of leg swing. Di-
rect playback of VAG signals was expected to provide more
information than the sounds heard using a stethoscope due to
better noise immunity, sensitivity, and low-frequency re-
sponse of the accelerometer than the stethoscope.
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2. MP-based audification

VAG signals lie at the lower end of the frequency spec-
trum ~i.e., typically they have most of their energy between 0
and 200 Hz, after which the energy decreases rapidly!, and
audible sound is only a part of their total spectral content.
The presence of background noise, muscle vibration arti-
facts, and the complex nature of the VAG signal make aus-
cultation difficult. A technique that shifts the frequency spec-
trum of components of diagnostic relevance to a higher and
more easily perceptible range may be useful. On the other
hand, clicks of clinical interest are of very short duration,
and direct auscultation or direct audification may not facili-
tate auditory analysis of the subtle characteristics of such
transients. A method that scales transients to a longer dura-
tion could facilitate improved auscultation.

In this study, time-frequency~TF! scaling is performed
using the method proposed by Zhanget al.16 for heart
sounds. The TF scaling is achieved by decomposing the sig-
nal into components with good time and frequency localiza-
tion properties. One such method is the decomposition of the
given signal based on the matching pursuit algorithm.11,27

The MP algorithm decomposes the given signal into compo-
nents by projecting it on an overcomplete collection of TF
functions; these functions have a Gaussian form in both the
time and frequency dimensions, and are known as Gabor
functions. The TF functions generated as a result of the de-
composition procedure are suitably time scaled and fre-
quency scaled. The scaled TF functions are used in the syn-
thesis stage to construct a TF-scaled signal.

Figure 1 shows the block diagram of the MP-based au-
dification method. The original VAG signal is decomposed
into TF functions by using the MP method as described in
the Appendix. The MP decomposition process is stopped
once the coherent structures of the signal are extracted.28 At
the decomposition stage, the MP algorithm provides the pa-
rametersan , sn , pn , f n , andfn in Eqs.~A1! and~A2!. By
scalingt, sn , andpn , a time-scaled version of the signal can
be obtained. Scalingf n gives a frequency-scaled version of
the signal. The scaling parameters can be varied suitably to
obtain the desired perceptual, frequency, and temporal char-
acteristics.

In joint TF scaling, the time~t! and the frequency (f n )

variables are transformed to new variablest8 and f n8 , respec-
tively, by the scalar transformations

t85at, f n85b f n , ~1!

wherea and b are positive numbers. The use ofa.1 ex-
pands the signal in time, anda,1 compresses the signal in
time. On the other hand,b.1 shifts the spectral bandwidth
to a higher frequency range, andb,1 shifts the spectral
bandwidth to a lower frequency range. In the case of criti-
cally sampled signals, the following condition should be met:

f s>2b f m , ~2!

where f m is the maximum frequency component present in
the signal, andf s is the sampling rate. The condition in Eq.
~2! avoids frequency aliasing in frequency-scaled versions of
the signals.

In the present application, we are interested in playing
VAG signals for a longer duration with frequency mapping
to a ‘‘comfortable’’ audible band. The temporal properties of
the signal are related to the time positionpn and the scale
factor sn . Therefore, in the time-scaling procedure, the tem-
poral placement and the scale factors are transformed topn8
and sn8 , where pn85apn and sn85asn . In the case of fre-
quency scaling, the frequency variablef n is transformed to
f n85b f n . The TF-scaled Gabor function is then given by

gg
n8
~ t !5

1

Asn8
gS t2pn8

sn8
D exp@ j ~2p f n8at1fn!#

5
1

Aasn

gS t82apn

asn
Dexp@ j ~2pb f nat1fn!#. ~3!

MP reconstruction using the TF-scaled functions pro-
vides the desired TF-scaled signalxa(t8), which may be ex-
pressed as

xa~ t8!5 (
n50

M21

angg
n8
~ t8!, ~4!

whereM is the total number of coherent TF structures pro-
vided by MP decomposition.

The inverse TF scaling part shown in Fig. 1 may be used
to verify the scaling procedures. After TF scaling, the tem-

FIG. 1. Block diagram of the MP-
based audification method.
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poral and/or spectral properties of the signals are changed,
and verification of the scaling process becomes difficult.
Therefore, for evaluation of the scaling process, an inverse
scaling procedure was also implemented, where the variables
t8 and f 8 are transformed back tot and f, by using the in-
verse scale parameters 1/a and 1/b, respectively. If there is
no distortion caused by the scaling transformations and the
MP decomposition procedures, the denoised signalx(t) ~see
the Appendix! and the inverse-scaled signalxr(t) should be
identical.

B. Sonification of VAG signals

It is known that VAG signals are multicomponent
signals.11 Hence, in TF scaling, shifting all of the compo-
nents of a VAG signal to a different frequency band may not
bring out the event of interest, and may obscure the features
of diagnostic value. In an effort to facilitate AD of only the
important characteristics of VAG signals, a sonification algo-
rithm is proposed. A block diagram of the proposed sonifi-
cation method is shown in Fig. 2.

The sonification algorithm involves amplitude modula-
tion ~AM ! and frequency modulation~FM!. The instanta-
neous mean frequency~IMF! of a signal is an important pa-
rameter in characterizing multicomponent, nonstationary
signals such as VAG.11,29 The IMF indicates how the mean
frequency of a signal varies with time. The FM part of the
sonified signal is obtained by frequency-modulating a sinu-
soidal waveform with the IMF of the VAG signal. The audi-
tory characteristics of the FM part alone will be tonal, which
could quickly cause boredom and fatigue. To obviate this
problem, an AM part is obtained as the magnitude of the
analytic version of the VAG signal. The AM part provides an
envelope to the signal and frequency deviation~bandwidth!
about the IMF. The IMF-based sonification algorithm is sum-
marized as follows.

~1! Construct a positive time-frequency distribution
~TFD!11,30of the signal. In this work, positive TFDs of VAG
signals were constructed using the optimized matching pur-
suit algorithm.11

~2! Extract the IMF@frequency parameter FP(t)# as the
first central moment of the TFD along the frequency axis.

~3! Lowpass-interpolate the FP(t) waveform by the re-
quired time-scale factor, i.e., obtain FP(t8), wheret85at.

~4! Take the Hilbert transform of the denoised VAG sig-
nal and form its analytic representation as

a~ t !5x~ t !1 jH $x~ t !%, ~5!

whereH $ % is the Hilbert transform.
~5! Extract the envelope of the signal by taking the mag-

nitude ofa(t), i.e.,

ua~ t !u5Ax2~ t !1~H$x~ t !%!2. ~6!

~6! Lowpass-interpolate the envelope by the required
time-scale factor; that is, obtaina(t8).

~7! Construct the sonified signalxs(t8) by combining the
envelope and the IMF components, i.e.,

xs~ t8!5ua~ t8!ucosS E
2`

t8
2pFP~t8!dt81f0D , ~7!

wheref0 is an arbitrary phase constant. The derivative of the
phase ofa(t) may be used to extract the IMF of the signal.
Extensive research has been conducted on the extraction of
the IMF of a signal via the phase of its analytic form.31–34

However, it has been observed that the IMF extracted via the
phase of the analytic signal often leads to paradoxical results
such as the IMF taking negative and noninterpretable
values.32,34,35The approach of using TFDs to extract the IMF
provides an interpretable value that is always positive.11,30

The advantages of the IMF-based sonification method
are as follows.

~1! It helps in auditory analysis of a multicomponent non-
stationary signal in terms of its main features such as
FP(t) anda(t).

~2! FP(t) takes high values for transients and noise. How-
ever, by making use of the envelope~intensity! informa-
tion, noise can be made less audible as compared to tran-
sients.

~3! If FP(t) is in the subaudible range, it can be shifted to
the audible band by frequency scaling. Frequency scal-
ing can be achieved by multiplying FP(t) by the required
frequency scale factorb; that is, FP8(t)5b FP(t).

~4! Integration of FP(t) ensures a continuous phase, and the
method does not require any phase unwrapping.

~5! Integration of FP(t) makes the method insensitive to
noisy FP(t) estimates.

The IMF-based method has the following limitations.

FIG. 2. Block diagram of the IMF-
based sonification method.

3295J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 Krishnan et al.: Auditory display of knee-joint vibration signals



~1! If the duration of the envelope is significantly increased
by interpolation~i.e., with a@1!, the frequency spec-
trum of the envelope becomes narrower; this may intro-
duce only a small deviation about the IMF.

~2! In the case of a noisy signal, FP(t) will have an almost
uniform waveform, and does not provide much informa-
tion unless the envelope can contribute some informa-
tion. In the present study, this problem is overcome by
processing denoised versions of the VAG signals.

~3! The method may not be applicable to information-rich
signals such as speech: the formant structure of voiced
speech cannot be adequately represented by the rela-
tively simple IMF. For AD of signals with rich spectral
information, audification may be the better choice.

VI. PERCEPTUAL EVALUATION

The performance of the MP-based audification algo-
rithm and the IMF-based sonification algorithm was evalu-
ated with signals of known characteristics. Two types of sig-
nals were considered:~1! a synthetic nonstationary signal,
and ~2! a speech signal.

The synthetic nonstationary signal is shown in Fig. 3~a!.
The synthetic signal has an almost-constant envelope@de-
rived using Eq.~6!# as shown in Fig. 3~b!. The FM law
~IMF! of the signal is shown in Fig. 3~c!. It is evident from
the spectrogram shown in Fig. 3~d! that the signal is mono-
component in nature. The spectrograms of the audified and
sonified versions of the synthetic signal shown in Figs. 3~e!
and ~f!, respectively, clearly indicate the effects of a time-
scaling operation witha52. In the case of a monocompo-
nent signal such as the one shown in the present example, the
IMF of the signal matches the original frequency dynamics
of the signal, and the IMF-based sonification method should
provide superior performance when compared to the MP-
based audification method.

The sounds were played back using the audiotool, and
evaluated by a signal processing researcher with a back-
ground in classical music~R.M.R.!. No information was pro-
vided about the scaling. R.M.R. was able to aurally identify
the original, time-scaled, frequency-scaled, and time-
frequency scaled versions of the synthetic signal.

The methods were also evaluated with an easily intelli-
gible speech signal of the word ‘‘greasy’’ spoken by a fe-
male, shown in Fig. 4~a! ~sampled at 8 kHz; source27!. The
speech signal has both voiced and unvoiced sounds. The en-
velope of the speech signal computed using Eq.~6! and the
IMF computed from its positive TFD are shown in Figs. 4~b!
and ~c!. The spectrogram of the speech signal is shown in
Fig. 4~d!. The voiced sounds possess formants in the spec-
trum whereas the fricative appears as wideband noise.36 The
MP-based audified speech signal’s spectrogram, shown in
Fig. 4~e!, indicates the effects of frequency scaling withb
52 and time scaling witha52. In the case of the MP-based
audification method, R.M.R. was able to differentiate be-
tween the time-scaled, frequency-scaled, and time-
frequency-scaled versions of the speech signal. R.M.R. also
noticed a continuous and distinct background sound that was

referred to as a ‘‘waterflow’’ or gurgling sound; the water-
flow sound was more evident with frequency scaling. The
artifact could be due to the nonuniform envelope of the
speech signal, which, when stretched in the time domain,
might have become aurally dominant. In an attempt to over-
come this artifact, a lowpass-filter-based envelope correction
method was applied. The envelope correction method was
able to reduce the waterflow sound, but the resultant sound
had an artificial quality. It was decided not to perform enve-
lope correction, and to recognize but ignore the waterflow
sound in subsequent analysis with MP-based audification.

Auditory analysis of the result of application of the IMF-
based sonification method to the ‘‘greasy’’ speech signal in-
dicated that only a part of its intelligibility was retained.
R.M.R. did not notice any waterflow artifact as with the MP-
based audification method. The spectrogram of the IMF-
based sonified signal is shown in Fig. 4~f!. It can be observed
that the IMF represents the main features of the different
sounds in the speech signal. The spectrogram shown in Fig.
4~f! clearly indicates the envelope-IMF behavior of the soni-
fied speech signal. The formant structure is, however, lost.

VII. AUDITORY ANALYSIS OF VAG SIGNALS

Auditory analysis of VAG signals was performed by two
orthopedic surgeons~G.D.B. and C.B.F.! with significant ex-
perience in knee-joint auscultation and arthroscopy. The ex-
periment was conducted in three stages: In the first stage,
familiarization and training were provided through the re-
sults of application of the MP-based audification and IMF-
based sonification methods to the ‘‘greasy’’ speech signal
and four VAG signals~two normals and two abnormals!. In
the second stage, the methods were tested with the database
of 37 VAG signals. In stage three, a post-test evaluation was
performed with eight VAG signals.

A. First stage: Initial selection

The initial selection session~first stage! was conducted
in order to determine if the MP-based audification and IMF-
based sonification methods could provide enhanced diagnos-
tic information. The initial selection stage was also used to
determine the desired time-scale and frequency-scale factors.
Prior to the initial selection experiment, G.D.B. was pro-
vided with auscultation and arthroscopic information about
the subjects whose VAG signals were used. In the initial
selection stage with VAG signals, seven versions of each
signal were presented in the following order.

~1! The original signal without any scaling~direct playback
at 2 kHz!. The original signal was used as a reference to
compare with the scaled versions.

~2! Time scaled by a factor of 2 using the MP-based audifi-
cation method.

~3! Time scaled and frequency scaled by factors of 2 using
the MP-based audification method.

~4! Time scaled by a factor of 2 using the IMF-based soni-
fication method.
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~5! Time scaled by a factor of 4 using the MP-based audifi-
cation method.

~6! Time scaled by a factor of 4 and frequency-scaled by a
factor of 2 using the MP-based audification method.

~7! Time scaled by a factor of 4 using the IMF-based soni-
fication method.

G.D.B. was asked to comment on the diagnostic value and

FIG. 3. ~a! Synthetic signal consisting of a chirp, a transient, and a sinusoidal FM component. The time axis is shown in samples: The actual time in seconds
depends upon the playback rate.~b! Envelope of the synthetic signal in~a!. ~c! Ideal instantaneous mean frequency of the synthetic signal in~a!.
~d! Spectrogram of the signal in~a!. The frequency axis shows normalized frequency, with 0.5 representing half the sampling~playback! rate.~e! Spectrogram
of the MP-based audified synthetic signal with a time-scale factor of 2.~f! Spectrogram of the IMF-based sonified synthetic signal with a time-scale factor
of 2.
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the quality of the scaled sounds. The following aural infer-
ences were made by G.D.B.

~1! Direct playback of VAG data obtained via the vibration
sensor results in sounds that are similar to those heard
through a stethoscope placed at the mid-patella position.

~2! Time scaling helps in better appreciation of click and
pop sounds.

~3! Time scaling by a factor of 4 results in sounds that are
too long.

~4! Scaling does not preserve the exact aural nature of grind-

FIG. 4. ~a! Speech signal of the word ‘‘greasy’’ spoken by a female.@Source-MP software~Ref. 27!#. ~b! Envelope of the speech signal in~a! @~Ref. 27!#. ~c!
IMF of the speech signal in~b! estimated using its OMP TFD.~d! Spectrogram of the speech signal in~a!. ~e! Spectrogram of the MP-based audified version
of the speech signal. A time factor of 2 and a frequency scale factor of 2 were used.~f! Spectrogram of the IMF-based sonified version of the speech signal
in ~a!. A time-scale factor of 2 was used.
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ing sounds. Time-scaling results in grinding sounds be-
ing converted into a series of discrete sounds.

~5! Frequency scaling does not provide appreciable informa-
tion.

G.D.B. also noted the continuous waterflow background
sound with the MP-based audified data. However, the sound
being very distinctive, he agreed that it was very likely to be
an artifact, and decided to ignore such sounds in further

FIG. 5. ~a! An abnormal VAG signal of a patient with chondromalacia patella grade II and III. The duration of the signal is 4 s, with the sampling rate being
2 kHz. ~b! Envelope of the VAG signal in~a!. ~c! IMF of the VAG signal in ~a! estimated using its TFD.~d! Spectrogram of the VAG signal in~a!.
~e! Spectrogram of the MP-based audified version of the VAG signal in~a!. A time-scale factor of 2 was used.~f! Spectrogram of the IMF-based sonified
version of the VAG signal in~a!. A time-scale factor of 2 was used.
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analysis. Based on the initial selection session with four dis-
tinctive VAG signals, G.D.B. suggested two-times time-
scaled MP-based audification and two-times time-scaled
IMF-based sonification methods as suitable methods for di-
agnostic purposes with minimal training.

For the sake of illustration, plots of an abnormal VAG
signal of a patient with chondromalacia patella grades II and
III, and the processed versions of the signal are presented in
Fig. 5. Figure 5~a! shows the original VAG signal; the spec-
trogram of the signal is shown in Fig. 5~d!. The spectrograms
and related entities of the audified and the sonified versions
of the signal are shown in Figs. 5~b!, ~c!, ~e!, and ~f!. The
spectrogram of the processed versions clearly indicate the
effects of time scaling when compared to the original spec-
trogram shown in Fig. 5~d!. The envelope and the IMF of the
signal are shown in Figs. 5~b! and ~c!, respectively. The
spectrogram in Fig. 5~f! clearly illustrates the envelope-IMF
behavior of the sonified signal.

B. Second stage: Test stage

From the initial evaluation, G.D.B. selected the two-
times time-scaled MP-based audification method~henceforth
to be called method B! and the two-times time-scaled IMF-
based sonification method~method C! for the test~second!
stage. The direct-playback sounds~method A! were also pre-
sented. The purpose of the classification experiment in the
test stage was to determine the diagnostic improvement pro-
vided by the processed sounds given by methods B and C as
compared to method A. G.D.B. and C.B.F. participated as
evaluators of the test stage. The test stage included auditory
classification experiments performed with the same database
three times; twice by G.D.B. with a time gap of 45 days
between the repeat experiments, and once by C.B.F. The de-
tails of the test stage are summarized in the following.

~1! The experiment was conducted with 37 VAG signals~19
normals and 18 abnormals!. In total, 111 sounds~three
sounds for each case corresponding to methods A, B, and
C! were presented in random order. No two versions of
the same signal were provided consecutively.

~2! The experiment was conducted in a quiet computer labo-
ratory. The sounds were played at the rate of 2 kHz
through the Ultrasparc audiotool, and were listened to
using a pair of high-quality~Sennheiser HD 470! head-
phones.

~3! For each sound, the evaluators were asked to provide
their diagnosis as normal, abnormal knee, or uncertain,
and to note the nature of the sound heard as click, pop,
grinding, silent, or uncertain. No information was pro-

vided about the patients, the nature of the signals, or the
AD method used, and the evaluators did not look at the
computer monitor when the sounds were being played.
The sounds were replayed when requested, and intervals
of 60–120 s were provided between sounds to prevent
fatigue.

C. Objective evaluation of diagnostic efficiency

1. McNemar’s test of symmetry

In order to evaluate the diagnostic efficiency of the AD
methods, McNemar’s test of symmetry37,38was applied. Mc-
Nemar’s test is based on contingency tables that compare the
results of two methods. Contingency analysis uses two sets
of tables in the present work, one for the abnormal signals
and the other for normal signals, to compare two different
analysis techniques. These two tables allow us to evaluate
changes in both the ‘‘sensitivity’’~chance of ‘‘catching’’ an
abnormal knee, true-positive fraction, or percentage of hits!
and ‘‘specificity’’ ~correct labeling of a normal knee, or true-
negative fraction! of diagnosis using a new technique. The
rows of a table represent the outcomes of one method for
reference~in the present study, method A!, and the columns
represent the outcomes of another method to be evaluated
~method B or C!. The entries in the table are counts that
correspond to particular diagnostic categories, which in the
present study are classification of the knee as normal, abnor-
mal, or uncertain.

A schematic representation of a contingency table for
McNemar’s test for two methods labeled as I and II with
three diagnostic categories is presented in Table I. A separate
table is prepared for each original category: in the present
study we have two contingency tables for each study, one for
normal signals and the other for abnormal signals.~The ‘‘un-
certain’’ category does not apply to the VAG signals in the
databases.! The variablesa, b, c, d, e, f, g, h, andi denote the
counts in each cell, and the numbers in parentheses denote
the cell number.C1, C2, andC3 denote the total numbers of

TABLE I. Schematic representation of a contingency table.

Method I

Method II

TotalNormal Uncertain Abnormal

Normal a(1) b(2) c(3) R1
Uncertain d(4) e(5) f (6) R2
Abnormal g(7) h(8) i (9) R3
Total C1 C2 C3 ¯

TABLE II. Contingency table for method B~MP-based audification! and method C~IMF-based sonification! vs
method A ~direct playback! for 18 abnormal signals. The entries are based on the auditory classification
performed by G.D.B. and C.B.F. combined over three trials~1833554 entries!.

Method A

Method B Method C

Normal Uncertain Abnormal Normal Uncertain Abnormal

Normal 21 1 13 5 0 30
Uncertain 1 0 1 1 0 1
Abnormal 6 1 10 2 1 14
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counts in the corresponding columns, andR1, R2, andR3
denote the total numbers of counts in the corresponding
rows.

Each cell in the contingency table represents a paired
outcome: For example, in evaluating the diagnostic effi-
ciency of method II versus method I, with abnormal signals
as determined by arthroscopy, cell number 3 will contain the
number of signals that G.D.B. or C.B.F. classified as normal
by method I but abnormal by method II. The row totalsR1,
R2, andR3, and the column totalsC1, C2, andC3 may be
used to determine the sensitivity and specificity of the meth-
ods, where sensitivity is defined as the percentage of abnor-
mals classified correctly, and specificity is defined as the
number of normals classified correctly. For both the original
categories, high values along the main diagonal indicate no
significant change in diagnostic performance with method II
when compared to method I.

2. Evaluation of sensitivity

In a contingency table for abnormal cases, a high value
in the upper-right portion~cell number 3 in Table I! will
indicate an improvement in diagnosis~higher sensitivity!
with method II as compared to method I. Table II provides
the cell counts for the contingency table for method B~MP-
based audification! and method C~IMF-based sonification!
versus method A~direct playback! for the original category
of 18 abnormal signals. The entries are based on the com-
bined scores of two experiments performed by G.D.B. and
one experiment by C.B.F.~1833554 entries!. The high
main-diagonal entries in the table for method B indicate that
there is no significant improvement as compared to method A
as per the evaluators’ auditory classification of abnormal sig-
nals.

The contingency table for method C~IMF-based sonifi-
cation! versus method A~direct playback! for the original
category of abnormal signals shows a significant improve-
ment with method C as compared to method A: 30 sounds
that were called normal with method A were correctly clas-
sified as abnormal with method C. From Table II, the sensi-
tivities of methods A, B, and C can be computed, which are
listed in Table III.

3. Evaluation of specificity

In evaluating a contingency table for normal signals,
method II will show a higher specificity than method I if a
large value is found in cell number 7~see Table I!. Table IV
provides the contingency table for methods B and C versus
method A for the original category of 19 normal signals
~1933557 entries!. Method B has performed worse than
method A: The value of 22 in the upper-right-hand corner
indicates that method B led to 22 sounds being called abnor-
mal while they were correctly called normal with method A.

From the contingency table for method C versus method
A for the original category of normal signals, it is seen that
method C has performed worse than method A for normal
signals. From Table IV, the specificity of methods A, B, and
C can be computed, and are listed in Table III.

4. Comparative analysis of the methods

The sensitivity and specificity of the three methods
based on the auditory classification provided by G.D.B. and
C.B.F. are tabulated in Table III. In computing the sensitivity
and specificity, the ‘‘uncertain’’ entries were not considered.
For example, the sensitivity of method A was computed as
R3/~total number of abnormal entries! from the table corre-
sponding to the original category of abnormal signals,
whereas the specificity was computed asR1/~total number of
normal entries! from the table corresponding to the original
category of normal signals. The sensitivity of method B or C
is given asC3/~total number of abnormal entries! from the
table for the original category of abnormal signals. The
specificity of method B or C is given asC1/~total number of
normal cases! from the table for the original category of
normal signals.

Methods A and B have shown poor sensitivity of 31%
and 44%, respectively, but the sensitivity has been substan-
tially improved to 83% with method C. Methods B and C
have both shown poor specificity as compared to method A.
This indicates that the higher sensitivity of the methods with
processed sounds has been gained at the expense of a de-
crease in specificity. The combined or overall accuracy of
method C is not significantly higher than that of method A
~see Table III!. Regardless, the higher sensitivity may be
valuable in a screening application.

McNemar’s method can be used to perform detailed sta-
tistical analysis of improvement in performance based upon
contingency tables as illustrated. The small number of cases
in the present study result in low values in the tables that do
not permit such analysis.

TABLE III. Sensitivity and specificity of methods A, B, and C~combined
over three trials!.

Methods Sensitivity Specificity Overall accuracy

Method A 17/54~31%! 42/57 ~74%! 59/111~53%!
Method B 24/54~44%! 22/57 ~39%! 46/111~40%!
Method C 45/54~83%! 18/57 ~32%! 63/111~57%!

TABLE IV. Contingency table for methods B and C vs method A for 19 normal signals. The entries are based
on the auditory classification performed by G.D.B. and C.B.F. combined over three trials~1933557 entries!.

Method A

Method B Method C

Normal Uncertain Abnormal Normal Uncertain Abnormal

Normal 19 1 22 18 3 21
Uncertain 0 0 1 0 0 1
Abnormal 3 1 10 0 0 14
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5. Analysis of d 8 scores

Although not designed explicitly as a two-choice signal
detection experiment~e.g., signal consistency in terms of
equal numbers of ‘‘noise’’ and ‘‘signal plus noise’’ samples,
and only ‘‘yes’’ or ‘‘no’’ responses!, the departures from
these guidelines in the present study are sufficiently modest
to allow the estimation of observer sensitivity (d8) in terms
of signal detection theory for each of the three listening con-
ditions. d8 is defined as the normalized difference between
the means of the probability density functions~PDFs! repre-
senting ‘‘noise only’’ and ‘‘signal plus noise’’ stimuli.39 The
normalization factor is the standard deviation of the PDFs
~assumed to be equal for the two groups of stimuli!. In the
present context, the ‘‘signal’’ to be detected is an abnormality
in a knee-joint sound; background artifacts and sounds re-
lated to normal knee-joint surfaces are considered to be
‘‘noise’’ that confounds the detectability of the abnormal
knee-joint sounds. With the recognition that the experiments
were conducted twice by one observer and only once by the
other,d8 scores were computed in two ways. In one method,
the results of the second trial by G.D.B. were ignored, and
the results of the first trial by G.D.B. and that of C.B.F. were
averaged resulting ind8 for methods A, B, and C of 1.19,
20.29, and 0.85, respectively. In the second approach, in
order to derive results that could be compared with the sen-
sitivity and specificity analyses described in the preceding
sections, both trials of G.D.B. and the single trial of C.B.F.
were averaged as though they were provided by three differ-
ent observers. This approach resulted ind8 scores for meth-
ods A, B, and C of 1.10,20.36, and 0.55, respectively. The
d8 scores suggest trends similar to those shown by the sen-
sitivity and specificity values. Method B~audification! fared
poorer than what might be expected by chance, and was the
least effective of the three methods. Method A~direct play-
back! was better than method C~sonification!. The higher
sensitivity of method C relative to that of method A that was
reported in the preceding analysis was lost in thed8 calcu-
lation due to poor specificity~i.e., a high false-alarm rate!.
Since no prior experience or response accuracy feedback was

provided, it is possible that further training and familiariza-
tion could improve both the specificity andd8 for sonifica-
tion.

D. Third stage: Post-test evaluation

Eight VAG signals were selected to perform a post-test
evaluation~third-stage! by G.D.B. While performing post-
test evaluation, clinical information related to the signals,
such as arthroscopy and auscultation reports obtained at the
time of original data acquisition, were also provided to
G.D.B. Table V shows the diagnosis provided by G.D.B.
after listening to the sounds provided by methods A, B, and
C. Changes, if made in the third stage of post-test evaluation
to the diagnosis made in the second stage, are indicated by
the pairs with the→ symbol. Cases 1–4 correspond to ab-
normal knees, and cases 5–8 to normal knees.

The following inferences were made in the post-test
evaluation:

~1! Clicks heard using method A were of low intensity.
~2! Grinding sounds were heard as a series of short

clicks with methods A and B, but were continuous with
method C. With case 3, method C provided a grinding-like
sound that covered the full angular range of the pathology as
noted during arthroscopy.~It is also worth noting that for
case 1—an abnormal knee with low-grade chondromalacia
patella—G.D.B. provided the correct classification only with
method C.!

~3! G.D.B. correctly classified case 4, which is an abnor-
mal but silent knee, only with method C. He indicated that
the sonified signal generated by method C for case 4 had an
‘‘up and down crescendo’’ sound. It may be inferred from
case 4 that the IMF-based sonification method has success-
fully provided an auditory display of the main discriminant
features of the signal.

~4! In cases 5–8, G.D.B. was successful in correctly
classifying the normal silent knees with method A. He noted
that in the case of normal and silent knees, method C pro-
duces a continuous ‘‘bubbling’’ sound. Although G.D.B.
could not provide the correct classification for the noisy nor-

TABLE V. Post-test evaluation of eight cases by G.D.B. Changes, if made in the third stage of post-test
evaluation to the diagnosis made in the second stage, are indicated by the pairs with the→ symbol. Legend:
CMP—chondromalacia patella~the numbers I, II, III, and IV denote the different clinical grades!, N—normal,
Ab—abnormal, U—uncertain.

Case No. Clinical or arthroscopic diagnosis

Auditory classification

Method A Method B Method C

1 CMP I and II ~range 0°→135°!,
mixture of sounds~range 20°→0°!

N N Ab

2 CMP IV ~range 0°→135°!,
grinding sound~range 80°→40°!

N U Ab

3 CMP III and IV ~range 30°→120°!,
grinding sound~range 60°→0°!

Ab Ab Ab

4 Lateral mensical tear, no sound N N Ab
5 Normal, no sound N N Ab
6 Normal, no sound N U N
7 Normal, grinding sound (50°→0°) Ab→N N Ab→N
8 Normal, click~range 50°→55°! N N N
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mal knee~case 7! with methods A and C in the second stage,
he changed his opinion to the correct category during the
post-test evaluation stage. It was noted that the audified
sound for case 7 had discrete low-intensity clicks with
method B.

The subjective and objective findings of auditory analy-
sis of VAG signals suggest that computer-aided auscultation
of VAG signals could lead to a potential noninvasive tool for
diagnosis of knee-joint cartilage pathology.

VIII. CONCLUSIONS

Novel methods for computer-aided auditory analysis of
VAG signals based on audification and sonification tech-
niques were proposed in this paper. The procedures incorpo-
rate advanced signal analysis techniques using adaptive time-
frequency distributions, instantaneous mean frequency
functions, and envelope detection based upon the Hilbert
transform. The methods were tested on synthetic signals and
speech signals before applying them to VAG signals. The
original and the processed sounds were assessed by two or-
thopedic surgeons to classify them as belonging to normal or
abnormal knees. The IMF-based sonification method has
shown good potential in improving the sensitivity of auditory
analysis of VAG signals. The method needs to be improved
to obtain a gain in specificity as well.

The results obtained in the present pilot study on audi-
tory analysis of VAG signals are preliminary. Studies with
more cases, more observers, and detailed statistical analysis
are required to establish the potential of the methods. Also,
in future work, the ‘‘waterflow’’ artifact associated with the
MP-based audification method has to be prevented or filtered
successfully. The IMF-based sonification algorithm may find
applications with other non-speech, multicomponent, nonsta-
tionary signals.
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APPENDIX

Matching pursuit~MP!27 is a signal decomposition algo-
rithm that decomposes a given signal using basis functions
that have excellent TF properties. The MP algorithm selects
the decomposition vectors depending upon the signal’s prop-
erties. The given signalx(t) is projected onto a dictionary of
TF functions obtained by scaling, translating, and modulat-
ing a window functiong(t):

x~ t !5 (
n50

`

anggn
~ t !, ~A1!

where

ggn
~ t !5

1

Asn

gS t2pn

sn
Dexp@ j ~2p f nt1fn!#, ~A2!

andan are the expansion coefficients. The scale factorsn is
used to control the duration or width of the window function,
and the parameterpn controls temporal placement. 1/Asn is a
normalizing factor that restricts the norm ofggn

(t) to 1. The
parametersf n and fn are the frequency and phase of the
exponential function, respectively.gn represents the set of
parameters (sn ,pn , f n ,fn). In the present work, the window
is a Gaussian function, i.e.,g(t)521/4exp(2pt2); the TF
functions are then called Gabor functions.

In practice, the algorithm works as follows. The signal is
iteratively projected onto a Gabor function dictionary. The
first projection decomposes the signal into two parts:

x~ t !5^x,gg0
&gg0

~ t !1R1x~ t !, ~A3!

where^x,gg0
& denotes the inner product~projection! of x(t)

with the first TF functiongg0
(t). The termR1x(t) is the

residue after approximatingx(t) with gg0
(t). This process is

continued by projecting the residue onto the subsequent
functions in the dictionary, and afterM iterations

x~ t !5 (
n50

M21

^Rnx,ggn
&ggn

~ t !1RMx~ t !, ~A4!

with R0x(t)5x(t). There are two ways of stopping the it-
erative process: one is to use a prespecified limiting number
M of the TF functions, and the other is to check the energy of
the residueRMx(t). A very high value ofM and a zero value
for the residual energy will decompose the signal completely
at the expense of high computational complexity. In this
work, decomposition is stopped after extracting the firstM
coherent structures of the signal, determined using a decay
parameter27

l~m!5A12
iRmxi2

iRm21xi2, ~A5!

where iRmxi2 denotes the residual energy level at themth
iteration. The decomposition is continued until the decay pa-
rameter does not reduce any further. At this stage, the se-
lected components represent the coherent structures and the
residue represents the incoherent structures in the signal with
respect to the dictionary. The residue may be assumed to be
due to random noise, since it does not show any TF localiza-
tion. The signal reconstructed using theM coherent struc-
tures extracted, i.e.,

x~ t !5 (
n50

M21

^Rnx,ggn
&ggn

~ t !, ~A6!

provides the MP-denoised version of the original signal.11,28
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Three-dimensional modeling of hearing in Delphinus delphis
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Physical modeling is a fertile approach to investigating sound emission and reception~hearing! in
marine mammals. A method for simulation of hearing was developed combining three-dimensional
acoustic propagation and extrapolation techniques with a novel approach to modeling the acoustic
parameters of mammalian tissues. Models of the forehead and lower jaw tissues of the common
dolphin, Delphinus delphis, were created in order to simulate the biosonar emission and hearing
processes. This paper outlines the methods used in the hearing simulations and offers observations
concerning the mechanisms of acoustic reception in this dolphin based on model results. These
results include:~1! The left and right mandibular fat bodies were found to channel sound incident
from forward directions to the left and right tympanic bulla and to create sharp maxima against the
lateral surfaces of each respective bulla;~2! The soft tissues of the lower jaw improved the forward
directivity of the simulated receptivity patterns;~3! A focal property of the lower-jaw pan bones
appeared to contribute to the creation of distinct forward receptivity peaks for each ear;~4! The
reception patterns contained features that may correspond to lateral hearing pathways. A ‘‘fast’’ lens
mechanism is proposed to explain the focal contribution of the pan bones in this dolphin. Similar
techniques may be used to study hearing in other marine mammals. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1401757#

PACS numbers: 43.80.Lb, 43.64.Tk, 02.70.Bf, 02.70.Pt@WA#

I. INTRODUCTION

The auditory systems of cetaceans differ significantly
from those of terrestrial mammals. These differences include
the absence of external pinnae, the reduction or absence of
auricular cartilages and associated musculature, partial or
complete occlusion of the meatal tube, a modified tympanic
membrane, generally greater variation of basilar-membrane
support and width within the cochlea, and increased
auditory-nerve fiber diameters and ganglion cell counts
~Fraser and Purves, 1960; Norris, 1968; Bullocket al., 1968;
McCormick et al., 1970; Ridgwayet al., 1974; Fleischer,
1980; Ketten and Wartzok, 1990!. In odontocete cetaceans
~toothed whales including dolphins and porpoises!, addi-
tional modifications have occurred in the tissues of the lower
jaw and ear complexes that include an excavated and thinned
posterior mandible, deposition of fatty tissues, and increased
isolation of the tympano–periotic complex containing the
middle and inner ears within an extracranial peribullar cavity
~Norris, 1964, 1980; Norris and Harvey, 1974; Fleischer,
1980; Varanasiet al., 1982; Morris, 1986; Ketten, 1994,
1998, 2000!.

In odontocetes, it is thought that the lower jaw plays an
important role in acoustic reception. Chemically distinct fats
of lowered density and acoustic velocity fill the mandibular
canals of odontocetes and extend back to the tympano–
periotic complex.1 Norris ~1964! proposed that, among other
pathways, sound may enter the head through the windows of
fat that overlie the thinned pan bones of the mandible, propa-
gate through the pan bones, and become guided or channeled
back to the ear complexes by the fat bodies. Norris~1968,
1980! also speculated that the angular transmission proper-

ties of the pan bones might provide a mechanism for enhanc-
ing direction-dependent differences in the received sound
field at each ear.

Several experiments with dolphins have confirmed the
involvement of the lower jaw in hearing. Norris and Harvey
~1974! measured a twofold increase in intensity within the
lower-jaw tissues ofT. truncatusas sound propagated from
the anterior to the posterior portion of the right intraman-
dibular fat body. Brillet al. ~1988! found that a low acoustic
attenuation hood placed over the lower jaw of an echolocat-
ing bottlenose dolphin had little impact on target discrimina-
tion performance, while a high attenuation hood resulted in a
significantly lowered performance. Measurements of
auditory-evoked potentials have elicited maximum responses
for sources positioned over the lower jaw in dolphins~Bul-
lock et al., 1968; McCormicket al., 1970!. Although lower-
jaw involvement in odontocete hearing now appears to be
widely accepted, details of the reception pathways remain
less clear. Experimental studies of sound propagation within
cetacean head and ear tissues pose complex and difficult
challenges for researchers attempting to clarify hearing
mechanisms. Alternative approaches are therefore of interest.

The physical reception of sound at the ears of terrestrial
mammals is often studied by moving an acoustic source
about the head of the animal under anechoic conditions while
measuring sound pressure inside the auditory meatus.
Equivalent information is gained, however, by reversing the
roles of source and receiver in such an experiment. The prin-
ciple of acoustic reciprocity tells us that the same informa-
tion would be obtained if we instead place a small source at
each ear and then measure the sound field about the head.
Fortunately, computers can now handle this task. Aroyan
~1996! developed mammalian tissue modeling techniquesa!Electronic mail: jaroyan@cruzio.com
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and methods for computing underwater sound fields emitted
by source and tissue models. Hence, the physical reception
of sound at the ears of marine mammals can be modeled.

This article describes the technique and results of simu-
lations of sound propagation from the underwater environ-
ment to the ear complexes in the common dolphin,Delphi-
nus delphis. A set of observations concerning the
mechanisms of hearing in this dolphin is offered based on
model results. Questions regarding propagation within the
middle-and inner ears are not pursued here, although it is
clear that detailed ear models could be embedded within
overall head simulations of the type presented to address
such questions. Single-frequency head-related transfer func-
tion ~HRTF! filters for the common dolphin are derivable
from the results of this study and could likewise be obtained
for other marine mammals from similar studies.

II. MODEL OF THE DOLPHIN HEAD

A. Tissue density and velocity

An approximate technique was used to map the acoustic
parameters of mammalian~including delphinid! soft tissues
from x-ray CT attenuation data~Aroyan, 1996!. This ap-
proach generates approximations of the density and velocity
distributions within scanned delphinid tissues that agree well
with reported measurements~Norris and Harvey, 1974!. Be-
cause of its apparent simplicity, this technique may be of
broad interest to researchers in tissue modeling.2

The base data for the current study was an x-ray CT scan
of the head of a male~body length51.92 m! common dol-
phin, Delphinus delphis~identified as specimen D4 in Cran-
ford et al., 1996!. Individual scans consisted of 3203320-
pixel transverse images on a 1.5-mm square grid. The spac-
ing between the scan planes varied from 5.0 mm over the
rostrum, to 1.5 mm over the narial region, to 3.0 mm over
the posterior cranium. For the hearing simulations reported
here, the CT data were linearly interpolated along the body
axis to planes uniformly spaced 3.0 mm apart to generate a
3.0-mm cubic grid. Figure 1~a! illustrates the skin isosurface
of the interpolated tissue data~grid size 149387393!. The
current study assumed this data to be linearly related to x-ray
attenuation in Hounsfield units~HU!.

Tissue density was modeled using the linear mapping to
image~HU! values shown in Fig. 2~a!. This model is based
on medical bone mineral and soft-tissue density scanning
practices~Hensonet al., 1987; see the discussion in Aroyan,
1996!. Three calibration points confirming this linear map-
ping were provided by the known density~0.90 g/cc! of the
inner melon~Varanasiet al., 1975!, the known density~1.18
g/cc! of the Plexiglas specimen registration frame, and the
maximum density~roughly 2.7 g/cc! of delphinid periotic
bone~Leeet al., 1996!. Values below2138 HU were below
all soft-tissue structures~except air sacs which were modeled
separately!. Since it was necessary to map air surrounding
the scanned specimen to seawater, all points below2138
HU were mapped to the density of seawater~1.03 g/cc!.

Tissue velocity information was obtained by combining
the density mapping with a correlation discovered to exist
between the density and velocity values reported in literature

sources for various normal fresh terrestrial mammalian soft
tissues at 37 °C~Aroyan, 1996!. Figure 2~b! plots density and
velocity values and approximate ranges for several types of
normal fresh terrestrial mammalian soft tissues and delphinid
melon and lower-jaw lipids at 37 °C from literature sources
~corrected for measurement temperature!. The density and
velocity error bars for the mammalian tissues in Fig. 2~b!
correspond to 1-sigma deviations in reported values; the
ranges for delphinid melon lipids correspond to the ranges
reported to exist within layered melon tissues~Norris and
Harvey, 1974; Varanasiet al., 1975; Litchfieldet al., 1979!.
It is important to note that the velocity of fresh terrestrial
mammalian soft tissues is linearly well-correlated with den-
sity in the range from normal fat to tendon. This correlation
was recently confirmed to hold over the full range of human
soft tissues~Mast, 2000!, and has significant consequences
for acoustic modeling of mammalian tissues and quantitative
ultrasonic imaging.

The solid line in Fig. 2~b! indicates the mapping of soft-
tissue velocity to density used in the current study. The
unique delphinid melon and lower-jaw lipids were incorpo-
rated by adding an extension from normal fat down to the

FIG. 1. ~a! Visualization of the skin isosurface of the half-resolution full
head model~model 3!. The rectangular model volume hasx, y, zside lengths
of 44.7 cm, 26.1 cm, and 27.9 cm.~b! Illustration of an isosurface at 30% of
the maximum total acoustic energy densityWtotal within the same tissue
model volume~and perspective! when the model is ensonified by a 50-kHz
sound beam from directly ahead. The locations of the three bright focal
maxima that occur within the model are labeled.
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lower delphinid lipid density and velocity threshold. Given
the magnitude of the variations in mammalian soft-tissue
densities and velocities, a two-slope linear model was con-
sidered satisfactory for the series of simulations reported
here. The acoustic phenomena of interest to this study result
mainly from relatively short propagation paths~10 wave-
lengths or less! through fats, muscle, bone, and connective
tissue of the lower head. Initial trials tested the effect of
varying the piecewise-linear density-to-velocity mapping
within limits of the error bars in Fig. 2~b!. Because these
variations did not produce significantly different emission
patterns, tissue velocity was presumed to be modeled ad-
equately by the solid line in Fig. 2~b!.

Combining the linear HU-to-density mapping@Fig. 2~a!#
with the empirical density-to-velocity mapping@Fig. 2~b!#
determines velocity over the soft-tissue range. Figure 2~c!
illustrates the HU-to-velocity mapping over the full HU scan
range used in the current study. Note that the attenuation
range below2138 HU ~below all soft-tissue structures ex-

cept air cavities! was assigned the velocity of seawater~1500
m/s!, and that bone velocity for all voxels above the bone
threshold at 300 HU was modeled as a constant 3450 m/s.
Details of this mapping are discussed in Aroyan~1996! and
Aroyan et al. ~2000!.3

B. Model of the ears

Definition of an appropriate model for the ears depends
to some extent on assumptions regarding the function of the
middle and inner ears. The densest portion of the periotic
bone of each~left and right! inner ear served as the location
of a small extended source~roughly 2 cc in volume! in the
hearing receptivity simulations. This source location was
chosen because it is assumed to be the cochlear site for each
ear~Ketten and Wartzok, 1990!. Such an approach assumes a
picture of the hearing process in which the cochlea of the
inner ears function as point receivers. It is possible that
sound transduction in delphinids involves more complex

FIG. 2. ~a! Plot of the linear mapping from CT values
~in Hounsfield units! to tissue density used in the simu-
lations. Tissue types corresponding to mapped CT
ranges are indicated.~b! Plot of approximate values of
ranges of density and velocity for several types of nor-
mal terrestrial mammalian soft tissues and delphinid
melon lipids measured at 37 °C. TendonA refers to
propagation perpendicular to the tendon fiber bundles.
TendonB refers to propagation along the tendon fiber
axis. The solid line indicates the piecewise linear map-
ping of density to velocity used in the simulations over
the range of soft tissues.~c! Plot of the mapping from
CT values~in Hounsfield units! to tissue velocity used
in the simulations.
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mechanisms, and alternative theories may suggest different
receiver models. It should be emphasized that no attempt
was made to resolve details of the propagation of sound from
the surrounding bullae into the inner ears—this is clearly
impossible without high-resolution ear models. Rather, the
strategy adopted here was to utilize a low-resolution model
of the tympanic and periotic bones with a constant velocity
of 3450 m/s as an approximation for wavelengths of sound
larger than the ear complexes. At 50 kHz, the wavelength of
sound in bone is approximately 7 cm—roughly twice as
large as the tympano–periotic complex in this dolphin. Pre-
cisely where one places the sources within the ear bones is
therefore not of much consequence in the current
simulations.4

C. Model of the air sinuses

A simple model of the peribullar cavities~surrounding
much of the middle- and inner ears! and the pterygoid si-
nuses~extending laterally and anteriorly from the ear cavi-
ties! was used in the current study. Air sinuses were located
in theDelphinusCT data by extracting coordinates with val-
ues below the soft-tissue threshold, and comparing the re-
sults with anatomical studies~Fraser and Purves, 1960!. The
full head models also included a model of the upper nasal air
sacs used in the forehead emission simulations~Aroyan,
1996; Aroyanet al., 2000!. As in previously reported simu-
lations ~Aroyan, 1990; Aroyanet al., 1992!, air spaces were
simulated as pressure-release surfaces by setting the pressure
to zero inside the spaces. Note that this procedure eliminates
any potential air–cavity resonance behavior. Although an ur-
gently important topic for future studies, the question of
whether~and under what conditions! air–cavity resonances
may affect the hearing process in cetaceans is not pursued
here.

III. METHODS

The following approach was used to investigate the
hearing process inD. delphis. First, 3D acoustical models of
the dolphin’s head and lower jaw tissues were constructed
from x-ray CT data. To provide an initial glimpse into the
conduction pathways within the head, propagation of sound
from forward directions into the tissue models was then
simulated. Next, simulations of far-field emission patterns
were conducted by placing sources at the ears in a variety of
head models. By acoustic reciprocity, these emitted patterns
are equivalent to the hearing receptivity patterns for those
specific ear and tissue models. Hearing mechanisms were
investigated by visualizing the patterns of sound propagation
within the models and by examining the computed emission
~receptivity! patterns.

A. Acoustic propagation method

Propagation in tissue models was simulated by numeri-
cal integration of the acoustic wave equation. In the current
project, all tissues~including bone! were modeled as inho-
mogeneous fluids, and shear wave modes were ignored.5 In

fluids of inhomogeneous density and velocity, the linearized
wave equation for acoustic pressurep is ~Pierce, 1981;
Aroyan, 1990!

1

c2~x!

]2p

]t2 5¹2p2
¹p•¹r~x!

r~x!
. ~1!

Both the sound speedc and densityr are functions of posi-
tion x, while the acoustic pressurep is dependent on position
and time,p5p(x,t).

A finite-difference time-domain~FDTD! scheme was
used to propagate the solution of Eq.~1! forward in time.
This scheme was fourth order in the spatial derivatives of
pressure, second order in the spatial derivatives of density,
and second order in the time derivative of pressure~Aroyan,
1996; Aroyan et al., 2000!. Third-order ~fourth-degree!
Halpern and Trefethen absorbing boundary conditions were
applied at the extreme grid edges to reduce reflections from
grid boundaries~Aroyan, 1996!.

Figure 3 illustrates the simulation grid layout with the
tissue model region indicated. In the simulations used to vi-
sualize propagation patterns within the head and lower-jaw
tissues, the front face of the grid served as a flat~cosine-
windowed! source to ensonify the tissue region. In the hear-
ing receptivity simulations, sources were placed within the
models~inner ears! and emission patterns were computed as
described below.

Several different quantities can be visualized to illustrate
the patterns of sound propagation within tissue models. For
example, one can visualize the total acoustic energy density
Wtotal as the sum of the potential acoustic energy density
Wpotential and the kinetic acoustic energy densityWkinetic

~Pierce, 1981; Morse and Ingard, 1968!

Wtotal5Wpotential1Wkinetic5
1

2rc2 @Re~p!#21
r

2
uRe~u!u2,

~2!

where the vector fluid velocityu5¹p/( ivr). Aroyan~1996!
chose to visualize the potential energy densityWpotential. In
this article we visualize either the total or the potential
acoustic energy density within the tissue models.

FIG. 3. Simulation grid layout. To visualize acoustic propagation patterns
within the models, the front face of the grid~line filled! was used as a source
to ensonify the tissue region. To simulate receptivity, the pressure and its
normal derivative over a rectangular surface surrounding the ear–source and
tissue models were input to an extrapolation program.
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B. Acoustic extrapolation method

Computer memory limitations prohibit direct propaga-
tion of the acoustic fields emitted by the dolphin head mod-
els into the far field on 3D grids. A boundary element tech-
nique was used instead to obtain acoustic emission patterns.
To compute the emission pattern of a source and tissue
model, Fourier time transforms of the simulated pressure and
its normal derivative over a surface immediately surrounding
the tissue region of the grid were input to a far-field extrapo-
lation routine. The transforms were interpolated with com-
plex polynomials over boundary surface elements, allowing
a high-order approximation to the extrapolation integral to be
computed. The far-field surface integral and other details of
this technique are provided in Aroyan~1996!.

The receptivity~emission! patterns in this paper were
computed for 7200 directions~3-deg increments in both lati-
tude and longitude!. The patterns are plotted using a global
mapping of direction angles that is diagramed in Fig. 4. Note
that vertical angleu and horizontal anglef are defined as
follows: (u,f)5(0°,0°) corresponds to forward of the re-
ceiver,~0°,90°! to left of the receiver,~90°,f! to straight up
from the receiver, etc.

IV. RESULTS OF THE SIMULATIONS

A. Visualization of focal locations within the head

To provide an overview of the acoustical properties of
the head of the common dolphin, consider the result of en-
sonifying a full head model with a~cw! 50-kHz sound beam
incident from directly forward of the animal. Figure 1~a!
illustrates the skin isosurface of this full model that incorpo-
rated the skull, soft tissues, upper nasal air sacs, the perib-
ullar cavities surrounding most of the inner ears, and the
pterygoid sinuses. The full head model utilized the CT
dataset mapped to a 3.0-mm cubic grid.

Figure 1~b! illustrates an isosurface at 30% of the maxi-
mum total acoustic energy densityWtotal @Eq. ~2!# within the
same model volume~and perspective! illustrated in Fig. 1~a!.
Significantly, three bright focal points occur within the
model, each having a roughly funnel-shaped configuration of
energy density leading up to it~more clearly visible as the
isosurface level is lowered!. A funnel occurs within the tissue
of the forehead that narrows back to create a bright maxi-

mum just below the right monkey lips–dorsal bursae
~MLDB ! complex~Cranfordet al., 1996! within the soft tis-
sue of the nasal complex. This clustering of focal points
recurs within a small~roughly 1 cc! volume of the nasal
passages over a range of ensonification directions for all fre-
quencies tested and is quite robust with respect to tested
variations of the density and velocity model mappings. Be-
cause dolphins emit biosonar pulses from their foreheads and
rostrums, this focal characteristic of the upper head suggests
localization of the biosonar source tissues within a small
volume of the right side of the nasal passages. Further results
concerning the biosonar emission system of the common
dolphin are discussed in Aroyanet al. ~2000!.

Figure 1~b! also illustrates a pair of focal maxima
~which narrow to point maxima as the isosurface level is
increased! positioned along the anterolateral surfaces of the
tympanic bulla of each respective~left and right! ear. It may
be noted that the lower-jaw tissues appear to be focusing
sound arriving from forward directions onto the ear com-
plexes.

Below, we look more closely at the lower-jaw reception
behavior suggested by Fig. 1~b!. In order to separate out the
effects of various tissue components, the results of hearing
simulations using three different head models of the common
dolphin will be compared. These models were constructed as
follows. Model ~1! included the skull, the ear bones, and a
simplified upper nasal air sacs model~without peribullar
cavities, without pterygoid sinuses, and without soft tissues!.
Model ~2! included the skull, the ear bones, a simplified
upper nasal air sacs model, the peribullar cavities, and the
pterygoid sinuses~but withoutsoft tissues or lower jaw fats!.
Model ~3! included the complete skull, ear bones, air cavi-
ties, and soft-tissue model~with the lower-jaw fats!. In all
models, air spaces within the scanned tissues that were not
part of the modeled air sinus and sac systems were effec-
tively ‘‘filled’’ with seawater.

B. Visualization of propagation patterns within the
lower jaw

We now examine in greater detail the lower-jaw region
of the full head results. To provide visual orientation in sub-
sequent figures, Fig. 5 provides three representations of the
tissues within a lower portion of the full head model pictured
in Fig. 1~a!. Consider first the result of ensonifying~full !
head model 2 with a 50-kHz sound beam incident from di-
rectly forward of the animal. Figures 6~a! and ~b! illustrate
an isosurface at 13% of the maximum potential energy den-
sity Wpotential visualized only within the lower head subvol-
ume of Fig. 5~viewed from the right side and from directly
above!. Strong reflections are seen in Fig. 6 from forward-
facing portions of the rostrum and skull of model 2, with
acoustic energy distributed broadly over the entire posterior
and ventral skull and ear complexes. Distinct maxima do not
appear near the ears.

A dramatic change occurs, however, when the soft tis-
sues~including the lower-jaw fats! are added into the head
model. Figure 7 illustrate an isosurface at 13% of the maxi-

FIG. 4. Global mapping of reception direction anglesu andf.
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mumWpotentialvisualized within the same lower head volume
when model 3 was ensonified with a 50-kHz sound beam
from the forward direction. The acoustic energy density now
exhibits maxima immediately adjacent of both the left and
right bullae@see also Fig. 1~b! at the 30% isosurface level#.
Collimation or guiding appears as rough ‘‘funnels’’ of energy
density passing through and below the pan bones and extend-
ing back to the region of the ear complexes. For this direc-
tion of return, the right funnel of maximum energy density
touches the anterolateral region of the right tympanic bulla,
while the left funnel culminates against the anterolateral re-
gion of the left tympanic bulla. Waveguiding behavior ap-
pears to be occurring within posterior portions of the intra-
mandibular fat bodies, while both collecting and lensing
appear to be occurring within anterior portions of the lateral-
mandibular fat bodies. Similar maxima and focal structures
were also observed in 12.5-, 25-, and 75-kHz simulations
~not illustrated here!. The intensification process is also evi-
dent from contours of energy density within horizontal sec-
tions of these data at the level of the ear complexes~Au
et al., 1998!. These contours increase in roughly conical pat-
terns that begin in the lateral-mandibular fat bodies, continue
through~and below! the pan bones into the intramandibular
fat bodies, and reach maximum apexes against the left and
right bullae. Some incident energy also appears to be re-
flected laterally off of the pan bones and posterolaterally
from the ear complexes themselves.

C. Individual left- and right-ear receptivity patterns

Sound propagation from far-field directions to the ears
was simulated by reversing the problem and placing sources
at the individual ears. The resulting far-field patterns are
equivalent to the coupling between the far-field points~con-
sidered as sources! and the ear~considered as a receiver!. It
should be mentioned that truncation of the scanned specimen
below the occipital condyle invalidates some rearward angu-

FIG. 5. ~a! Tissues within the lower head subvolume illustrated by slice
planes. In the horizontal slice, the lower-jaw fats are seen as slightly darker
tissue surrounding the pan bones and extending back towards the middle–
inner-ear complexes. Parts of the peribullar cavities can be seen around the
left and right tympanic bullae~the white structures along the intersection of
the two slice planes!. ~b! Same tissue slice planes with skull isosurface
added.~c! Same tissue slice planes with skin and skull isosurfaces added.

FIG. 6. Visualizations of an isosurface of acoustic energy density within the
lower head tissue subvolume resulting from a 50-kHz ensonification of
model #2 including the skull, the nasal air sacs, and the peribullar and
pterygoid sinuses~but without soft tissue!. Top diagram is a view of the
lower head subvolume from above. Lower diagram is a view of the lower
head subvolume from the right side.

FIG. 7. Visualizations of an isosurface of acoustic energy density within the
lower head tissue subvolume resulting from a 50-kHz ensonification of
model #3 including the skull, the soft tissues, the nasal air sacs, and the
peribullar and pterygoid sinuses. Top diagram is a view of the lower head
subvolume from above. Lower diagram is a view of the lower head subvol-
ume from the right side.
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lar simulation directions in head model 3 including soft tis-
sues. The invalidated angular region for models 1 and 2 is
smaller and caused only by absence of the remainder of the
skeleton and air cavities posterior to the skull.

Consider first the receptivity patterns computed for head
model 1. Recall that model 1 included the skull and nasal air
sacs, but without soft tissues and without the peribullar cavi-
ties and pterygoid sinuses. Figure 8~a! illustrates the far-field

distribution computed for a cw source of frequency 50 kHz
placed within the periotic bone of the left ear. Likewise, Fig.
8~b! illustrates the far-field distribution for a 50-kHz source
placed within the right ear.~Figure 4 explains the mapping of
reception directions used in these plots.!

The left- and right-ear receptivity patterns in Fig. 8 have
little directivity. Energy is spread over downward directions
in a rather complex pattern, with an unexpected broad back-

FIG. 8. Decibel maps of simulated far-field receptivity for 50-kHz sources at the inner ears of model #1 including only the skull and the nasal air sacs~without
soft tissue and without the peribullar and pterygoid sinuses!. ~a! Source placed within LEFT inner ear.~b! Source placed within RIGHT inner ear.
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ward and upward beam opposite the peribullar concavity of
each ear. The sharp pattern peaks~indicated by asterisks! lie
roughly 31° below the forward horizon, and occur on the
same side as the respective ear. These individual pattern
peaks appear to be caused by a previously unrecognized fo-
cal effect of sound propagating through the pan bones of the
lower jaw. This focal effect will be discussed in the conclu-
sions.

Consider next the effect of adding the peribullar cavities
and pterygoid sinuses back into the model. Figure 9 illus-
trates the left- and right-ear receptivity patterns at 50 kHz for
model 2 including the skull, nasal air sacs, peribullar cavi-
ties, and pterygoid sinuses, but stillwithout soft tissues. No-
table shifts have occurred in the patterns, which are now
largely directed downward and forward. The peaks for the
left and right ears lie quite low~42.0° and 35.8°, respec-

FIG. 9. Decibel maps of simulated far-field receptivity for 50-kHz sources at the inner ears of model #2 including the skull, the nasal air sacs, and the
peribullar and pterygoid sinuses~but without soft tissue!. ~a! Source placed within LEFT inner ear.~b! Source placed within RIGHT inner ear.
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tively! below the forward horizon, and again occur on the
same side as the ears themselves. In addition, several poste-
rior and ventral lateral minor maxima may be noted.

Adding soft tissues~including the lower-jaw fat bodies!
back into the model causes a further dramatic shift in the
reception patterns. Figure 10 illustrates the left- and right-ear
receptivity patterns at 50 kHz for model 3 containing the

skull, soft tissues, nasal air sacs, peribullar and pterygoid
sinuses. Note that the reception patterns have become en-
hanced in the forward direction, with the left- and right-ear
peaks raised significantly~now 22.0° and 14.8°, respectively,
below the forward horizon!. This enhancement appears to be
caused by the waveguiding and lensing behavior of the
lower-jaw fat bundles. Note also that significant differences

FIG. 10. Decibel maps of simulated far-field receptivity for 50-kHz sources at the inner ears of model #3 including the skull, soft tissue, nasal air sacs, and
the peribullar and pterygoid sinuses.~a! Source placed within LEFT inner ear.~b! Source placed within RIGHT inner ear.
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in both elevation and azimuth exist between the left- and
right-ear reception patterns. Again, several posterior and ven-
tral lateral minor maxima are evident.

V. DISCUSSION OF RESULTS

TheD. delphishearing simulation results hold a rich set
of potential implications. A series of observations based on
model results is offered below. Possible refinements of the
current methods as well as caveats for future applications are
noted in conclusion.

As expected, a simple model of the peribullar and ptery-
goid sinuses was found to contribute significantly to the cre-
ation of mainly downward and forward reception patterns by
insulating the ears from most other directions of incidence.
Acoustic isolation of the tympano–periotic complexes from
the skull is thought to be critical to maintaining interaural
path differences for underwater sound localization~Dudok
van Heel, 1962; Norris, 1968, 1980; Norris and Harvey,
1974; Fleischer, 1980; Oelschlager, 1986!.

Directional variations were apparent in all computed re-
ceptivity patterns. Clear differences in both elevation and
azimuth exist in the left versus right ear 50-kHz receptivity
patterns~Fig. 10!, and were also found in 12.5-, 25-, and
75-kHz patterns~not illustrated here!. Most mammals utilize
combinations of acoustical cues arising from intensity, phase,
and frequency filtering of sound propagation to the ears to
localize sound sources~Heffner and Heffner, 1992; Brown,
1994!. Reception patterns that vary with horizontal and ver-
tical angle, frequency, and distance are key to human hearing
localization ~Weinrich, 1984; Kuhn, 1987!. Asymmetric el-
evation dependencies of the left- and right-ear reception pat-
terns are known to exist in humans, cats, and barn owls
~Brown, 1994!. Figure 10~b! is in general agreement with the
horizontal directional dependence measured experimentally
by Norris and Harvey~1974! in mandibular fat near the
right-ear complex of a bottlenose dolphin. Horizontal and
vertical angular discrimination capabilities have been re-
ported for the bottlenose dolphin~Renaud and Popper, 1975!
and for the harbor porpoise~Popper, 1980! equal to or better
than human discrimination~in air!. The results of the current
study suggest that both binaural~interaural intensity and
phase! and monaural~frequency spectral! localization cues
are available to provide horizontal and vertical directional
cues to the ears of the common dolphin. Directional plots of
interaural intensity and phase differences are derivable from
simulated receptivity data.

Evidence was found of focal behavior resulting from
sound propagation through the pan bones of the lower jaw. In
order to explain this result, it is proposed that the thinner-at-
the-center thickness profile~Norris, 1964, 1968! of the pan
bones surrounded by low-velocity fat may act as a ‘‘fast’’
lens structure contributing to the creation of distinct forward
peaks for each ear. Receptivity peaks on the same side as the
ears themselves were obtained in simulated hearing patterns
even for head models 1 and 2~Figs. 8 and 9! in the absence
of soft-tissue model components, showing the phenomenon
to be distinct from the effect of the lower-jaw fat bodies. It is
clear, however, that only an approximation to pan bone
propagation can be obtained by simulation on a 3.0-mm cu-

bic grid. As noted below, high-resolution elastic models of
the mandible may be required to fully resolve acoustic
propagation through the odontocete lower jaw. For this rea-
son, the Appendix provides a supplementary analysis of the
expected pan bone focal behavior for compressional waves
given the pan bone geometry measured by Norris~1968!.
This simple analysis yields the same conclusion as the simu-
lation result of a moderate-to-weak pan bone focal contribu-
tion to the creation of forward receptivity peaks for each ear.

The surprising differences between the acoustic energy
distributions of Fig. 6 and Fig. 7 suggest that the soft tissues
of the lower head markedly alter the patterns of sound propa-
gation within the lower jaw. A dual focal structure in the
lower jaw became apparent when soft tissues were added
into the complete model~model #3!. Sound incident below
the jaw line from forward directions appears to enter the
head of this dolphin in the region of the fat deposits forward
of the pan bones, to propagate through~and below! the pan
bones of the lower jaw, and to be guided by the left and right
mandibular fat bodies back onto the left and right bullae.
Isosurfaces of energy density indicate increases in acoustic
intensity within the fat bodies of the lower jaw that reached
maxima against the antero-lateral surfaces of the left- and
right-ear complexes~Au et al., 1998!.

A significant fraction of the simulation energy reaching
the ears in model #3, however, was found to propagate
through portions of the fat bundles that extend below the
mandible inD. delphis. This suggests that propagation along
fatty pathways not passing directly through the pan bones
may contribute to hearing from forward directions in this
dolphin. Scans of several odontocetes reveal fats extending
below the mandible and forward along each side of the lower
jaw in addition to the intramandibular fats and the fats over-
lying the pan bones~Cranfordet al., 1996!.6

The lower-jaw fats also had pronounced effects on the
simulated receptivity patterns. Channeling and focusing by
the lower-jaw fat bodies appear to enhance the forward re-
ceptivity of both left and right ears. Although they differ
from measured response patterns, the trends in the simulation
results are clear. At 12.5 kHz~results not illustrated!, the left-
and right-ear reception patterns were broadly distributed~av-
erage directivity index 6.2 dB!, with vertical peak angles
falling well below the horizon~average262.5°!, and hori-
zontal peak angles well off the central axis~average 42.5°
out from the same side as the respective ear!. As frequency
increased, the pattern peaks narrowed and rose in angle to-
ward the forward horizon. At 75 kHz~results not illustrated!,
the left- and right-ear reception patterns were quite narrow
~average directivity index 15.8 dB!, with vertical peak angles
closer to the horizon~average217.0°!, and horizontal peak
angles approaching the central axis~average 16.2° on the
same side as the respective ear!. These results are consistent
with the proposal that the lower-jaw fats act as forward-
facing lenses and waveguides coupling a skull and air sacs
~model #2! reception pattern directed more broadly down-
ward and forward. High frequencies may be more strongly
guided by the lower-jaw fats; indeed, the focal strength and
steering effects of a 2D model ofD. delphismelon tissue
were found to increase with frequency~Aroyan, 1990;-
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Aroyan et al., 1992!. The overall trend of vertical and hori-
zontal peaks sharpening and converging into the forward di-
rection with increasing frequency also appears consistent
with the suggestion of Ketten~1998! that the anterior fat
channels may be specialized for ultrasonic sonar signal con-
duction.

Striking differences, however, exist between the vertical
peak angles of these simulated receptivity patterns and peak
response angles measured for live animals. The patterns in
Fig. 10 are peaked roughly 25–30° lower in vertical angle
than the experimentally determined receive pattern of a
bottlenose dolphin. Simulated vertical peak angles inD. del-
phis rise with frequency toward the forward horizon, but
experimental response patterns forT. truncatuswere found
to be peaked between 5–10° in vertical angle for 30, 60, and
120 kHz ~Au and Moore, 1984!. Possible explanations for
these angular discrepancies include the following:

~i! Real differences exist in the acoustic receptivity pat-
terns of common and bottlenose dolphins.

~ii ! The physical receptivity patterns of dolphins are not
peaked in the forward direction for all frequencies,
and auditory directional filtering is responsible for the
forward response peaks measured in live bottlenose
dolphins.

~iii ! The inner ears may not function exclusively as point
receivers as approximated by the model, and hearing
response may depend in a complex fashion on sound-
field distributions over the tympanic bullae or other
structures.

~iv! Pan bone propagation may not be well-modeled by
compressional wave algorithms.

It is appropriate here to comment only on the last of
these possibilities. While the author believes the current
simulations to be capable of resolving lower-jaw soft-tissue
propagation up to 75 kHz~5.6 grid points per wavelength at
the minimum tissue velocity!, detailed studies of propagation
through odontocete lower jaw bones may require high-
resolution elastic modeling of the mandible.7 Nevertheless,
one might anticipate that elastic wave propagation behaviors
involving shear modes are more likely to affect high-
frequency results than low-frequency results—yet it is the
angles of the low-frequency results that are most puzzling.
The significance of the low vertical angles of the simulated
reception patterns must be addressed by future research.

A final observation concerns features in the receptivity
patterns that may correspond to subsidiary hearing pathways.
Inferior and/or posterior lateral local maxima can be seen in
Fig. 10 on the same sides as the respective ears, suggesting
an increased sensitivity in lateral and inferior directions. In-
deed, multiple subsidiary maxima can be identified including
inferior and lateral maxima on the sidesoppositeeach ear.
Similar features can be identified in the receptivity patterns
for model #3 at 75 kHz~not illustrated here!. While these
features appear to fade at 25 kHz and below~not illustrated
here!, the decibel differences between the sensitivity in lat-
eral directions compared to the forward peak rapidly shrinks
with decreasing frequency. Hence, even though no distinct
lateral features are apparent at 12.5 kHz, the lateral sensitiv-

ity ~for both ears! is only about 5 dB below the forward peak.
Far-field receptivity is not equivalent to the sensitivity at the
ears to sources moved over the head of a dolphin,8 compli-
cating comparison of simulated patterns with experimentally
measured sensitivity distributions~Bullock et al., 1968; Mc-
Cormicket al., 1970, 1980!. Nevertheless, the simulation re-
sults appear in qualitative agreement with the response split
reported in several studies for frequencies below 20 kHz be-
tween the sensitivity to sources at or near the external audi-
tory meatus and sources placed over or near the mandible.
This is especially true if energy loss caused by source
spreading with distance from the ears is taken into account.
Other features of Fig. 10 may correspond to additional path-
ways, including paths through melon fats of the upper head.
Note, however, that soft-tissue channeling may not be the
sole mechanism responsible for these subsidiary maxima.
For example, lateral features are present in the receptivity
patterns computed for model #2~without soft tissues! at 50
kHz ~Fig. 9!, and are even recognizable in the patterns com-
puted for model #1~Fig. 8!. This suggests that skull~and
perhaps air sinus! reflections may be involved in creating
lateral maxima. In particular, the locations of the ears within
the peribullar concavities of the skull may help to create
lateral and downward subsidiary maxima via reflection. It is
conceivable that reflections from various skull, lower-jaw,
and hyoid bone surfaces may help to provide frequency de-
pendent directional cues, analogous to the cues created by
the pinnae in humans. Clearly, further explorations are war-
ranted.

In conclusion, the current investigation has yielded a
new approach to simulation of hearing and a series of obser-
vations concerning the mechanisms of hearing in one del-
phinid cetacean. To the extent that the lower-jaw anatomy of
the common dolphin is representative of other delphinids, it
is reasonable to suggest that the lower jaws of other dolphins
may also exhibit strongly directional reception. Indeed, all
odontocetes may have evolved similar tissue-borne sound
reception channels as an adaptation to a fully aquatic envi-
ronment ~Norris, 1964, 1968, 1980; Norris and Harvey,
1974; Fleischer, 1980; McCormicket al., 1970, 1980;
Ketten, 1994, 2000!.

The core techniques used to investigate the hearing ofD.
delphisare applicable to a variety of marine mammals. Indi-
vidual ~or combined! right- and left-ear 3D receptivity pat-
terns can be simulated and propagation pathways studied in
other species with appropriate modifications of the methods
discussed above. To this end, it is perhaps worth mentioning
several potential refinements of the current methods and
some caveats for future studies. Future applications could
incorporate higher resolution scans,9 scans retaining addi-
tional tissue posterior to the skull, and standard phantoms.
Spiral x-ray CT techniques may be useful in resolving details
of critical tissue interfaces. It should be emphasized that
postmortem artifacts are always present to some extent, and
careful inspection for artifacts is mandatory whenever a post-
mortem scan is used as the basis of living tissue models. The
importance of using the freshest possible specimens and of
minimizing gross-level tissue distortion is obvious. Much
work remains in investigating and optimizing acoustic tissue
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models based on x-ray CT data. Scanner beam energy and
data postprocessing affect details of the acoustic parameter
mappings. Mappings may be confirmed and/or supplemented
with information from sampled measurements of tissue den-
sity and velocity. Participation by collaborating biologists in
all aspects of model construction should be mandatory, and
high-quality scan data should be made available to all re-
searchers. Refined models of the peribullar and pterygoid
sinuses incorporating resonances may permit exploration of
mechanisms of interaction with the hearing process under
varying conditions of diving and vascular infusion. A number
of extensions are also possible from the standpoint of nu-
merical propagation methods. If deemed important, tissue
absorption can be incorporated into most propagation codes.
Full elastic wave propagation codes are available, and may
be useful for investigating thin-bone and inner-ear model
propagation. Simulation of pulses rather than continuous
wave propagation is also possible; in this case, k-space or
pseudospectral propagation algorithms may prove optimal
~Wojcik et al., 1997; Mastet al., 2001!. Certain studies may
benefit from switching to a finite-element spatial grid since it
is possible to enforce grid fidelity to the geometry of critical
tissue interfaces. Calculation of the acoustic intensity vector
@Re(2pu)# within the tissue models may offer improved vi-
sualization of propagation pathways. It is also possible to
integrate this vector over cross-sectional tissue areas to quan-
titatively compare the acoustic energy flux through various
structures. This may, for example, be useful in quantifying
degrees of waveguiding behavior. The extrapolation integral
could be modified for calculation of near fields to obtain the
receptivity patterns for nearby sources. As previously men-
tioned, simulations of the type presented in this paper can be
extended to include dynamical models of the middle ears and
perhaps also inner-ear models. All of the above possibilities
represent exciting opportunities for future research.
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APPENDIX

This appendix offers an elementary analysis of the pan
bone ‘‘fast lens’’ focal behavior. The pan bone ‘‘window’’
geometry is simplified in order to derive an order of magni-
tude estimate of focal distance based on the measurements of
Norris ~1968!.

Consider sound propagation through a concave lens. A
cylindrical pan bone geometry~oriented along the roughly

cylindrical axis of the excavated posterior lower jaw! of ra-
dius r and acoustic velocityc2 is assumed. The thickness is
assumed to vary fromh at the center toh1Dh at the perim-
eter. Figure A1 diagrams the lens in cross section. Let the
velocity of sound in the medium surrounding the lens bec1 .
Concave lenses will focus if constructed of materials having
sound speed higher than the surrounding medium (c2.c1).
At some focal distancef from the lens, the center and edge
rays may add in phase to create a focal point. Assuming lens
thickness varies appropriately with radius, all on-axis rays
will converge at this focal distance.

For on-axis rays, the focal distance is easily estimated. If
Dh is much smaller than radiusr, the plane of the lens can be
represented as a vertical line in cross section. ForDh!r ,
requiring the edge and center rays arrive at the focal distance
f simultaneously leads to the following formula:

f 5
c2

2r 22Dh2~c22c1!2

2Dhc2~c22c1!
>

c2r 2

2Dh~c22c1!
. ~A1!

The effect of off-axis propagation on the focal length
can be estimated by constructing an equivalent lens normal
to the beam direction. Consider the two lenses shown in Fig.
A2. These lenses will have the same focal length if the phase
delay is the same for each ray. For simplicity, the case that
h50 is shown. Also, we assume the long focal length limit
( f→`) where beam deflection is negligible in the region of
the lens. For parallel rays arriving at an angleu with respect

FIG. A1. Cross section of concave cylindrical lens~focusing when sound
speedc2.c1!.

FIG. A2. Equivalent lens~in cross section! for off-axis propagation.
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to the axis of the lens, the two lenses are equivalent ifr 8
5r cos(u) andDh85Dh/ cos(u). Becausef }r 2/Dh, we ob-
tain

f 85 f cos2~u!>
c2r 2 cos3~u!

2Dh~c22c1!
, ~A2!

as an estimate of the modified focal length. Becausef is
reduced, the focusing power of the lens is increased for off-
axis propagation.

Norris ~1968! tabulated measurements of pan bone win-
dow dimensions and thickness variations for 11 different
species of odontocetes. From these data,r is roughly esti-
mated to vary between 2–5 cm, andDh to be of order 1–2
mm. For compressional wave velocitiesc1 andc2 , we esti-
matec151300 m/s in the fats surrounding the pan bone, and
c253500 m/s in the compact homogeneous pan bone.
Strictly speaking, angleu corresponds to the angle of sound
incidence on the pan bone within the surrounding fats. This
angle will vary for different geometries of the water–skin–
fat–bone interfaces and for different directions of reception.
For sound incident from directly forward of the animal,u
528° is a rough estimate based on the skin surface angle
information in Norris~1968! and application of Snell’s law
through the water–skin–fat interfaces. Because curvature is
small over the central areas of the pan bones that were mea-
sured, curvature is ignored here.

The above assumptions yield estimates off @using Eq.
~A2!# that vary between 11 and 140 cm. In conjunction with
soft-tissue channeling over a total propagation distance
within the lower-jaw tissues of roughly 10–20 cm for sound
paths passing through the pan bone in midsized delphinids,
the pan bone could contribute a moderate-to-weak focusing
effect.

1Morris ~1986! provides a summary of research on the biochemical compo-
sition of these fats.

2Note that scanning and data treatment methods appropriate for other appli-
cations may differ from the methods used in the current investigation.

3Tissue absorption was deemed insignificant over the frequency range of
interest to this study, and was not incorporated into the current tissue mod-
els.

4High-resolution middle-ear models~see, for example, Wadaet al., 1992!
could be embedded within full head models to study detailed aspects of
sound propagation within the ear complexes.

5Shear modes are heavily damped in soft tissues and thus are expected to
have little effect on soft-tissue propagation. Acoustic propagation through
the bones of the lower jaw, however, may require shear wave modes for
complete solution.

6The morphology of these fat bodies deserves clarification along with their
acoustic functionality. For example, in one species~Kogia breviceps!, the
fats lying below the lower jaw appear substantially larger in cross-sectional
area than the intramandibular fats and the fats overlying the pan bones.

7Note, however, that the physical effect of increasing the thickness of a
panel of bone-like material submerged in seawater from 1.5 to 3.0 mm
lowers compressive sound power transmission at 50 kHz by less than 18
percent at normal incidence~Norris, 1968!.

8Physical reception at the ears due to sources moved over the skin of the
dolphin’s head should be influenced by signal type, source directivity and
distance from the ear complex, as well as the efficiency of tissue channel-
ing. In-air measurements add the additional distortion of a highly reflective
skin–air interface. The receptivity measured using this approach is not the
transfer function between the skin surface and the individual ear com-
plexes, nor is it the same thing as the far-field directional receptivity of the
ears.

9The importance of improved resolution depends on both the properties of
the tissues being modeled and the wavelengths simulated. Low-resolution
models may be sufficient to model the lower frequency hearing ranges of
most noncetacean marine mammal species.
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Numerical analysis of ultrasonic transmission and absorption
of oblique plane waves through the human skull
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Ultrasonic transmission and absorption of oblique plane waves through the human skull are
analyzed numerically for frequencies ranging from 1/2 to 1 MHz. These frequencies are optimum
for noninvasive ultrasound therapy of brain disorders where numerical predictions of skull
transmission are used to set the phase and amplitude of source elements in the phased array focusing
system. The idealized model of the skull is a three-layer solid with ivory outer and inner layers and
a middle marrow layer. Each layer is modeled as a flat, homogeneous, isotropic, linear solid with
effective complex wave speeds to account for focused energy losses due to material damping and
scattering. The model is used to predict the amplitude and phase of the transmitted wave and
volumetric absorption. Results are reported for three different skull thicknesses: 3 mm, 6 mm, and
9 mm. Thickness resonances are observed in the transmitted wave for 3 mm skulls at all frequencies
and for the 6 mm skulls below 0.75 MHz. Otherwise, the transmission is dominated by the direct
wave. Skull phase errors due to shear waves are shown to minimally degrade the power at the focus
for angles of incidence up to 20° from normal even for low material damping. The location of the
peak volumetric absorption occurs either in the outer ivory or middle marrow layer and shown to
vary due to wave interference. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1410964#

PACS numbers: 43.80.Sh, 43.80.Vj@FD#

I. INTRODUCTION

The feasibility of MRI guided, noninvasive, trans-skull,
focused ultrasonic therapy for brain cancer and other disor-
ders has been demonstrated both numerically1 and
experimentally.2 A schematic of such a system is shown in
Fig. 1. An array of source elements with spherical geometry
directs ultrasonic energy at a common focus coincident with
the tumor. Individual elements are properly phased so that
waves add coherently at the focus. Due to the conversion of
acoustic energy into heat, the temperature of the tumor in-
creases producing a therapeutic effect.3 The advantage of
ultrasonic therapy is that it may be performed noninvasively
without requiring the removal of portions of the skull.

There are two central problems with this type of therapy.
The first is skull heating due to direct wave absorption and
also due to wave scattering and subsequent absorption. In
fact, as we will show here, the skull may absorb nearly all of
the incident energy depending on the angle of incidence and
its geometric and material properties. By using large solid
angle sources~nearly hemi-spherical! to distribute the heat
over the largest possible area of the skull, temperature eleva-
tions are kept to a minimum. Further improvements may be
realized by shading the radiated power from each source el-
ement. An optimized system maximizes energy flow through
all regions of the skull while maintaining skull temperatures
below the maximum allowable value. To ensure that skull
temperatures do not exceed an allowable value, a computer
model is used to predict the temperature inside the skull
based on the outer skull surface temperature, which is moni-
tored during therapy.

The second central problem is phase shifting due to the
propagation of focused energy through different regions of
the skull ~with different thicknesses! by dilational and shear
waves. Clementet al.2 demonstrated experimentally that by
properly phasing the source elements coherent focused
power can be maintained. For noninvasive therapy, the
source elements phases are based entirely on computer
model predictions of the skull phase shifts.

Wave transmission and absorption through the skull at
normal incidence has been studied experimentally by Fry
et al.,4 Martin and McElhaney,5 Smith et al.,6 Gosset al.,7

and Goldman and Hueter.8 Martin and McElhaney and Fry
conducted damping and dilational wave speed measurements
on the individual skull layers. Fry compared experimental
results with a three-layer numerical model for the skull with
an inner and outer ivory layer and a middle marrow layer.
The mean properties of the ivory and marrow layers mea-
sured by Fry are summarized in Table I. It was Fry who
suggested that the optimum frequency range for trans-skull
therapy is fromf 50.5 MHz up tof 51 MHz with the lower
limit dictated by resolution requirements and the upper by
prohibitive absorption in the skull. Fry also showed that scat-
tering from fat and blood inclusions within the bone marrow
layer of the skull is significant. Fry’s scattering model is
based on that developed by Mason and McSkimin,9 which is
based on Rayleigh scattering from individual scatterers.

In this paper, we study wave transmission and absorp-
tion at oblique angles of incidence using an idealized nu-
merical transmission model of the skull. Focused ultrasound
from the source elements is incident on the skull at oblique
angles because the shape of the skull is nonspherical. Previ-
ous numerical and experimental studies of skull transmission
are limited to normal incidence thus completely ignoring thea!Electronic mail: kullervo@bush.harvard.edu
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role of shear waves and also refraction of both the dilational
and shear waves. Our transmission model is based on the full
linear elastic equations for a solid and includes the effects of
the shear wave as well as multiple reflections within the lay-
ered structure of the skull. Because no data on the shear
wave speed and attenuation is available, we assume that,
nominally, the shear wave speed is half the dilational wave
speed and the shear loss factor is equal to the dilational loss
factor.

II. TRANSMISSION MODEL

In this section, we describe the calculation of the trans-
mission and absorption of harmonic plane waves through the
skull at specified angles of incidence and frequency. For the
frequency range considered here, the wavelengths of shear
and dilational waves in the skull are roughly an order of
magnitude greater than the minimum radius of curvature for
a typical skull. On this basis, we assume that the equations of
motion of the skull are those for horizontally layered media
with no curvature. This assumption is much like modeling a
thin cylindrical shell as a flat plate, which is known to be
valid when the wavelength of compressional waves are
smaller than the radius of curvature~see Junger and Feit, Fig.
7.7 Ref. 10!. The angular distribution of incident energy,
however, still depends on the skull geometry.

Another assumption is that the different thickness re-
gions of the skull are isolated from one another and that the
transmission and absorption can be calculated for each re-
gion separately. The thickness regions are isolated because
the material damping in the skull is extremely high with loss
factors exceeding 1/10. This high damping inhibits waves
from reflecting off the surfaces of the skull layers and trav-
eling laterally from one thickness region to another.

A schematic of the skull cross-section is shown in Fig. 2.
The skull is modeled as a six-layer system with the layers
numbered from 1 to 6 proceeding from top to bottom. The
incident wave propagates in the top coupling fluid layer
through an outer skin layer and three layers of skull to the
brain tissue. The coupling fluid and the brain tissue are mod-
eled as semi-infinite fluids~water! with density r15r6

51000 kg/m3 and sound speedc15c651500 m/s. The skin
has thicknessh254 mm and is modeled as a fluid with den-
sity r251116 kg/m3, c251537 m/s, and loss factorh2

50.0196~see Duck11!. The layers of the skull are modeled
as homogeneous isotropic solids with densityr j , dilational
speedcd j , dilational wave loss factorhd j , shear speedcs j ,
and shear wave loss factorhs j , where j 53,4,5 corresponds
to the outer ivory layer, the middle marrow layer, and the
inner ivory layer, respectively. The total skull thickness is
designated ash and throughout this paper we assume that the
layers of the skull have equal thickness. This assumption is
based on measurements by Fry, where the maximum devia-
tion of the layer thickness from the mean layer thickness is
within 12% for all six samples with total thicknessh ranging
from 2.80 mm to 6.10 mm. The assumed nominal properties
of the skull are summarized in Table I. Losses are entered
into the model by letting the wave speed,

c5c~12 ih/2!. ~1!

For h!1, this is consistent with the energy decay of a propa-
gating wave proportional to

exp~2hvx/c!. ~2!

The densities, dilational wave speeds, and dilational
wave loss factors are taken from Fry. The frequency depen-
dent term inh3 accounts for scattering in the marrow layer
with f in megahertz. We assume that the shear speeds for
each layer are half the value of the dilational wave speeds
and the loss factors are the same. Unless otherwise specified
these properties are used throughout this paper.

A brief description of the model is given here. The
model is described in greater detail in the Appendix. In ad-

FIG. 1. Schematic of the wide area focused ultrasound system.

FIG. 2. Schematic of the skull cross-section.

TABLE I. Nominal skull properties.

Layer Outer ivory Marrow Inner ivory

Subscript index 3 4 5
Density (kg/m3) 1900 1700 1900
Dilational speed~m/s! 2900 2500 2900
Shear speed~m/s! 1450 1250 1450
Loss factor,h ~–! 0.1542 0.1210.12f 3 0.1985
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dition to material properties and layer thicknesses, the inputs
to the model are frequency and angle of incidence. The out-
puts are the total phase shift of the transmitted wave across
the skull and skinf, the fraction of incident power transmit-
tedTC, the fraction of incident power absorbedAC, and the
normalized volumetric absorptiona.

Transmission and absorption are calculated in a rectan-
gular coordinate system$x,y,z% using the wave-based Finite
Element Method or WFEM.12 WFEM is an essentially exact
solution of the governing wave equations for the different
media. The fluid layers are governed by a single wave equa-
tion. The solid layers of the skull are governed by one dila-
tional wave equation and two shear wave equations.

To solve forf, TC, AC, anda, the approach proceeds
as follows. We consider the transmission of a plane wave
propagating in the coupling fluid, incident at a given angleu
with the skull surface normal, and oscillating at a fixed fre-
quencyv. Because of the assumed symmetry about the nor-
mal z axis, we may consider a wave with ay-axis wavenum-
ber componentky50 without loss of generality. Due to
trace-matching thex-axis components of wavenumber for all
the layered media are equal to

kx5
v

c
sin~u!, ~3!

which is the trace wavenumber of the incident wave. This
reduces our three-dimensional~3-D! problem to a 1-D prob-
lem. We then find the 1-D WFEM stiffness matrix relating
interface surface stresses to displacements for the skin and
skull layers and then assemble them in a global stiffness
matrix using conventional FEM procedures.13 The WFEM
stiffness matrices are formulated in terms of free waves
propagating within the layer, which are essentially eigen-
value solutions of the wave equations at fixedv, kx , andky .
The assembly of the global stiffness matrix assumes slip
fluid–solid boundary conditions and welded solid–solid
boundary conditions. We then solve for the incident, re-
flected, and transmitted wave amplitudes that satisfy the
boundary conditions at the coupling fluid–skin interface and
skull–brain tissue interface. If the incident wave has unit
amplitude and zero phase atx5y5z50 and we designate
Ar as the reflected wave amplitude andAt as the transmitted
wave amplitude, then

f5arctanS Im~At!

Re~At!
D and AC512ArAr* 2AtAt* , ~4!

where the latter relation must hold from the conservation of
energy and the superscript * denotes the complex conjugate
operation. The normalized volumetric absorption is defined
as

a5
1

Pz50

dP

dz
, ~5!

whereP is thez component of power flow atz andz50 is
the interface between the coupling fluid and the skin. The
power flow is calculated in post-processing by first calculat-
ing the stresses and displacements through the thickness of
each layer and then using

P~z!52 1
2Re„ŝxz~2 ivû!* 1ŝyz~2 iv v̂ !*

1ŝzz~2 ivŵ!* …, ~6!

û, v̂, andŵ are the displacements in thex, y, andz directions
and ŝxz , ŝyz , and ŝzz, are the surface stresses in thex, y,
andz directions. The units fora are meter21.

III. RESULTS

The numerical results are presented here. We begin with
what we will refer to as the nominal case where the proper-
ties are those given in Table I with each layer thickness as-
sumed to be equal and the assumed shear speeds in the ivory
and bone marrow layers that are half of their respective di-
lational speeds.

A. Transmission and absorption

The power transmission coefficients,TC, for the nomi-
nal case is plotted in Fig. 3 for the frequency range extending
from f 50.5 MHz to 1 MHz. Transmission is plotted for
three different total thicknesses ofh53, 6, and 9 mm repre-
senting thin, average, and thick regions of a typical adult
skull. The transmission and absorption characteristics of
skull regions thicker than 9 mm are similar to those for 9
mm. A skin layer of 4 mm thick is also present for all cases.
In each of the three subplots there are four curves corre-
sponding to angle of incidenceu50°, 10°, 20°, and 30°,
where theu50° is normal incidence.

For the 9 mm thick skull, the transmission averaged over
frequency and atu50°, 10°, and 20° is roughly 2.3%. The
transmission falls off nearly monotonically with both in-
creased angle of incidence and frequency. This is due to the
combination of high damping and thickness, when all but the

FIG. 3. Power transmission versus frequency.
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direct dilational and shear waves are filtered out by attenua-
tion. As shown in Eq.~2!, the exponent of energy decay is
proportional to the distance traveled and frequency when the
loss factor is a constant. Waves at a higher angle of incidence
decay more rapidly due to longer path lengths. There is little
difference in the transmission betweenu50° and 10° indi-
cating that there is little coupling into the shear wave. There
is a significant drop~roughly 50%! in transmission between
u510° and 20° and an even greater drop betweenu520°
and 30°. Nearf 50.55 MHz at 20°, a local peak in trans-
mission is evident most likely due to a resonant skull re-
sponse due to the constructive interference of dilational and
shear waves. This is discussed in more detail below. The
transmission at 30° is essentially zero.

For the 6 mm thick skull, the averaged transmission is
roughly 5.2% or about twice that for the 9 mm skull. The
transmission falls off monotonically with an increased angle
of incidence but not with frequency. Pronounced local peaks
in transmission are seen atf 50.7 MHz foru50° and also at
f 50.52 MHz for u520° due a resonant skull response.
There is a significant drop inTC of roughly 50% between
u510° and 20°. Transmission at 30° is again nearly zero.

For the 3 mm thick skull, the averaged transmission is
roughly 11% or about twice that for the 6 mm skull. Trans-
mission peaks are more pronounced. The transmission is no
longer monotonic with either angle or frequency. In fact, at
f 50.7 MHz, the peak transmission occurs atu520°.

The corresponding power absorption coefficients~ACs!
are plotted in Fig. 4. Absorption tends to increase with fre-
quency, thickness, and angle of incidence. Fluctuations in the
absorption with frequency are due to constructive and de-
structive wave interference. These fluctuations are more pro-

nounced than that seen in transmission. Fluctuations inAC
decrease with increasing thickness but are still present in the
9 mm skull. The frequency averaged absorption coefficients
at u50°, 10°, and 20° forh53, 6, and 9 mm are 66%,
78%, and 80%, respectively.

There are many strategies that may be employed to op-
timize the source array design so that the power at the focus
is maximized for a given maximum allowable temperature
elevation in the skull. One such strategy is to shade the
source array such that the gain, defined asG5TC/AC, is
equal at all points on the skull. The basic idea of such a
strategy is to increase transmission through sections of the
skull that have high transmission compared to absorption.
This strategy would make sense only when the total absorp-
tion is proportional to the temperature rise. As shown in Fig.
5, the gain has much the same character as the transmission
plotted in Fig. 3 but is generally smoother because peaks in
transmission tend to be aligned with peaks in absorption. It is
an open question whether this optimization strategy is best
because the peak temperature may be more closely related to
the local absorption coefficienta rather than the total absorp-
tion AC. A detailed thermal model of the skull is needed to
answer this question.

The transmission and absorption may be viewed in
terms of modes. For high attenuation this is usually not the
preferred view but, as seen from the previous results, a mode
viewpoint might be appropriate. To discuss the mode view-
point, we present theAC andTC contour plots for the 6 mm
skull in Fig. 6 and Fig. 7, respectively. Overlaid on both plots
are the trajectories of the freein-vacuo through thickness
modes of the skull. These are the loci of points in frequency-
angle space (f –u space! at which the response of the skull to
normal forcing is infinite after damping is set to zero. Math-
ematically these loci correspond tof–u pairs at which the

FIG. 4. Power absorption versus frequency.

FIG. 5. Gain versus frequency.
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skull stiffness matrix calculated as described in the Appendix
is singular. At these through-thickness resonances the imped-
ance of the skull is low and controlled by damping and there
is high absorption and possibly high transmission~if the ab-
sorption is not too high!. The regions of high absorption and
transmission are seen to follow the trajectories inf –u space
especially in regions where trajectories cross or are close to
each other. High absorption and transmission is not seen ev-
erywhere along the trajectories because the coupling between
the acoustic wave and the mode may be poor. At normal
incidence, the modes are either pure dilational or pure shear
modes, which are totally uncoupled from the fluid. For a
homogeneous~single layer skull!, the frequency spacing be-
tween modes atu50° is uniform but, as shown in the figure,
this is not true for layered skulls. Another artifact of the
layering is that the trajectories of the resonances may have
negative slopes indicating that the off-normal resonance is
lower than the normal resonance.

B. Phase error

For ultrasound therapy to work properly the phase of
each element in the source array must be accurately set so
that energy from the different source elements arrives at the
focus and adds coherently. Phase shifts occur due to propa-
gation through the coupling fluid, skull, and brain tissue. The
phase shift due to the skull is the most difficult to predict for
a number of reasons including conversion to and from shear
waves excited at off-normal angles of incidence.

To demonstrate how the phase depends on the shear
speeds in the ivory and marrow layers we run the model at a
fixed u and then run it again with the shear speeds set to
zero. The phase errorDf due to not including shear is then
defined by the difference in the phase shifts predicted by the
two runs. The results are plotted in Fig. 8 for thickness val-
ues ofh53, 6, and 9 mm atu510°, 20°, and 30°. The error
Df for u50° is, of course, zero. The results show that the
phase error is limited to less than 20° atu510° and less than
40° atu520° for all three thicknesses with the highest phase
error towards the lowest frequency. Atu530°, the maxi-
mum phase error approaches 150° for the 3 mm thickness
towards 1 MHz, approaches 75° for the 9 mm thickness
towards 1 MHz, and exceeds 150° for the 6 mm thickness
towards 0.5 MHz.

To get a sense of how accurately the phase must be
predicted, the power at the focus of anM element array with
equal power radiated from each element may be approxi-
mated as

P~M ,fmax!5 lim
N→`

1

M2N
(
n51

N U (
m51

M

exp~1 ifmn!U2

, ~7!

where the number of realizationsN is taken as large, the
phase of each source element realizationfmn is assumed to
fall randomly within the range2fmax,fmn,1fmax, andP

FIG. 6. Power absorption versus frequency and the angle of incidence for
h56 mm.

FIG. 7. Power transmission versus frequency and the angle of incidence for
h56 mm.

FIG. 8. Phase errorDf versus frequency.
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is normalized such that theP(M ,0)51. Using M532 and
N5100, the power at the focus versusfmax is plotted in Fig.
9 ~along with each realization!. Assumingfmax540°, which
is the worst caseDf at u510° and 20°, the reduction in
power is less than 20%. Assumingfmax575°, which is a
typical value forDf at u530°, the reduction in power is
about 50%.

C. Volumetric absorption, a

While the total absorption is an important quantity, it
may or may not be directly proportional to the temperature
rise in the skull depending on the spatial distribution of en-
ergy absorption and how that energy is removed by some
combination of conduction, perfusion, and convection. In
fact, it may be that the temperature is proportional to the
local energy dissipation or the total dissipation within an
individual skull layer.

To see how energy is locally dissipated in the skull, we
plot the volumetric absorption versus the thickness coordi-
natez in Fig. 10 for the three skull thicknesses and at 0.5 and

0.75 MHz and atu50° and 20°. In calculating these results,
we assume that the angular distribution of incident power
normal to the skull surface falls off slowly as cosu. We also
assume that scattered energy is immediately converted into
heat, which is an idealization of a complicated process in-
volving initial scattering, absorption due to material damp-
ing, rescattering due to neighboring inclusions, reflection,
and transmission from layer interfaces. We expect that most
of the scattered energy is locally dissipated because material
damping is so high.

The peaks and valleys shown in Fig. 10 clearly show
that wave interference is an important factor in determining
how energy is distributed through the skull. Moreover, the
distribution is a function of angle of incidence most likely
due to shear wave excitation. The thinner the skull, the
higher the maximum volumetric absorption. For instance,a
5115/m in the 3 mm skull atf 50.5 MHz, u50°, andz
55.65 mm, which is more than doublea553/m in the 9 mm
skull at f 50.5 MHz,u50°, andz55.77 mm. For the 9 mm
skull, the maximum occurs in the outer ivory layer~between
4 mm and 7 mm! at both frequencies. For the 6 mm skull, the
maximum also occurs in the outer ivory layer~between 4
mm and 6 mm! at both frequencies. For the 3 mm skull, the
maximum occurs in the middle marrow layer~between 5 mm
and 6 mm! at both frequencies. In all cases, the exact loca-
tion of the maximum is a function of both frequency andu.

D. Low ivory damping

Fry’s own reflection loss measurements~see Fry’s Fig. 4
for skull sample No. 6! indicate that the ivory loss factors are
substantially lower than the values reported elsewhere in the
same paper. It is interesting that in Fry’s transmission model
the ivory loss factor is set toh50.01. To see how a lower
ivory loss factor alters the results, we re-run our model using
the values specified in Table II. These values are based on
our own calibration with Fry’s Fig. 4 results for transmission
and reflection at normal incidence. Note that the marrow loss
factor is doubled to match the transmission results. Shear and
dilational wave loss factors are again assumed to be equal.

Using the low ivory and high marrow loss factors given
in Table II, TC, Df, anda are recalculated. As shown in
Fig. 11, theTC for the low ivory loss factors are somewhat
higher than for the nominal results but not much changed in
character. As shown in Fig. 12, the phase error foru510°
and 20° is also somewhat higher but also not much changed
in character. The phase error foru530° is again high but
with a completely different frequency dependence. As shown
in Fig. 13, however, the volumetric absorption is completely
altered. Nearly all the energy is absorbed in the marrow layer
for all three thicknesses and at both frequencies. The maxi-
mum absorption occurs towards the outer surface for the 6

FIG. 9. Normalized power versus the maximum phase error,fmax.

FIG. 10. Volumetric absorption versus thez-coordinate position.

TABLE II. Low ivory loss factor.

Layer Outer ivory Marrow Inner ivory

Subscript index 3 4 5
Low ivory loss factor,h ~–! 0.1542/3 2(0.1210.12f 3) 0.1985/3
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mm and 9 mm skull at both frequencies but is variable for
the 3 mm skull depending both onu and frequency.

E. Variation in Poisson’s ratio

For the nominal case, we assumed that the shear speeds
of the ivory and the marrow layers are half their respective
dilational speeds, that is,cs5cd/2 corresponding to a Pois-
son’s rationn50.33. To see how the results are sensitive to

this assumption, we recalculateTC andDf using low shear
speeds set tocs5cd/4 corresponding to a Poisson’s ratio of
aboutn50.45 and high shear speeds set tocs5cd/1.56 cor-
responding to a Poisson’s ratio of aboutn50.15. All other
properties are set to the nominal values given in Table I.

The transmission for low shear, plotted in Fig. 14, may
be compared to Fig. 3. Above 0.75 MHz, there is very little
difference in the transmission. There are significant differ-
ences in transmission particularly for the 3 mm skull at 0.5
MHz, where the transmission is nearly doubled foru510°
and nearly tripled foru520°. These results indicate that for
nominal to low shear speeds the shear wave only plays a
significant role at the lower frequencies and for the thinner
skulls. The transmission for high shear, plotted in Fig. 15,

FIG. 11. Power transmission versus frequency for low ivory damping.

FIG. 12. Phase errorDf versus frequency for low ivory damping.

FIG. 13. Volumetric absorption versus thez-coordinate position for low
ivory damping.

FIG. 14. Power transmission versus frequency for low shear speed.
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may also be compared to Fig. 3. For high shear speeds the
transmission is quite different particularly for the 3 mm and
6 mm skulls atu510° andu520°. Forh53 mm, the trans-
mission atu510° andf 50.6 MHz is 2.7 times less than at
the nominal value of shear speed. Forh53 mm, the trans-
mission atu520° andf 50.66 MHz is 2.2 times less than at
the nominal value of shear speed and the frequency averaged
value is 3.8 times lower. Also, forh56 mm and f 50.5
MHz, the transmission atu510° is 1.5 times less and atu
520° is 2.3 times less.

The phase error for the low shear speed as plotted in Fig.
16 is nearly negligible error at all frequencies, all skull thick-
nesses, and all angles of incidence. The phase error for the
high shear speed as plotted in Fig. 17 has about the same
maximum error when compared with the nominal case atu
510° but an increased maximumDf of up to 60° atu
520°. The phase error atu530° is prohibitively high in
light of Fig. 9.

IV. CONCLUDING REMARKS

We have examined the transmission and volumetric ab-
sorption characteristics through various representative skull
thicknesses versus frequency and angle of incidence. Key
assumptions included are the following: flat skull layers with
equal thickness and with shear speeds equal to half the dila-
tional speeds. We believe that the flat layer assumption is
quite good. In addition to the arguments above to support
this assumption, we also modeled the transmission using
equations for a cylindrical solid but found essentially no dif-
ference in the results for any orientation of the cylinder axis
with respect to the incident wave. We also emphasize that the
equal thickness assumption is based on measurement and
does not make the numerical modeling any easier. The for-

mulation as presented in the appendix is general and each
layer may have a different thickness. The only skull thick-
ness measurement by Fry that does not come close to the
equal layer thickness is the 9.5 mm parietal bone section,
which has a marrow layer thickness equal to four times the
outer ivory layer thickness. Transmission through skull sec-
tions this thick are given by the direct wave transmission and

FIG. 15. Power transmission versus frequency for high shear speed. FIG. 16. Phase errorDf ~degrees! versus frequency for low shear speed.

FIG. 17. Phase errorDf ~degrees! versus frequency for high shear speed.
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the only difference in transmission is due to differences in
the damping between the marrow and the ivory.

There are no measurements on skull shear speeds and
our assumption thatcs5cd/2 or n50.3 is based on a typical
value for a solid. We have bracketed the problem by exam-
ining high and low shear speed values. The transmission cal-
culation is shown to be sensitive to shear speed particularly
for the thin skull section. The amplitude shading of source
array may be optimized only when the transmission is accu-
rately known. Measurements are needed to fix this property.
The numerical model presented is numerically efficient so
that layer shear speeds may be backed out of measured data.
We should note that it is also possible that the marrow shear
speed is a different fraction of the dilational speed than in the
ivory layer.

The Df defined above is the phase error that would be
incurred if the shear waves in the skull are ignored but hav-
ing otherwise perfect knowledge of the skull layer densities,
thicknesses, and dilational wave speeds. This of course is not
true, particularly for the dilational wave speeds, which can
only be inferred after MRI or CT measurements. Additional
phase errors are incurred because the underlying assumptions
of our model~flat and parallel surfaces, homogeneous mate-
rials! are also not perfectly valid. In light of this, there is
some benefit to be gained by including shear effects in phase
predictions especially for source arrays that operate at the
lower frequencies between 0.5 and 0.75 MHz.

The low ivory damping results demonstrate that energy
dissipation is sensitive to the loss factors in the ivory and
marrow layers and that both reflection and transmission mea-
surements are necessary to fix their values. We suggest that
Fry’s results are contradictory and more measurements are
needed to resolve this issue. If it turns out that the ivory layer
damping is indeed low then the scattering of both dilational
and shear waves in the marrow layer becomes much more
important.

It is clear that a detailed analysis of how energy is re-
moved from an individual’s skull would be valuable and is a
recommended topic for further study. A good first step in that
direction would be to consider a simple 1-D thermal model.
Such a model requires knowledge of the skull and source
array geometries from which the angular distribution of in-
cident energy due to all source elements at a particular thick-
ness region on the skull surface may be estimated from a
simple ~forward! ray theory. Once this is known, the volu-
metric absorption may be calculated as described in this pa-
per, integrated over the angle of incidence, and then applied
as input to the thermal model. The thermal model would
include conduction through the skull and outer skin layer and
convection into the coupling fluid. Such a model would tend
to overpredict the temperature rise because it ignores lateral
conduction and perfusion. The advantage of a simple 1-D
thermal model is that it is numerically efficient and could be
used to provide initial optimization of a source array with
amplitude shading. We speculate that the temperature rise in
thick sections of the skull may be so high that source ele-
ments directed at these sections should be turned off. We also
speculate that a high percentage of the total transmission will
be through the thin sections of the skull, which have the

highest transmission levels and are nearer to the coupling
fluid, which acts as heat sink. From the results presented
above, the transmission through the thinner skull sections of
skull show a high sensitivity to angle of incidence and fre-
quency, especially at the lower frequencies, suggesting that
source arrays with large numbers of elements and amplitude
shading would be highly beneficial.
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APPENDIX: NUMERICAL MODEL OF ACOUSTIC
TRANSMISSION AND ABSORPTION THROUGH THE
SKULL

The governing equations for an elastic solid14 and de-
tails of the numerical model of the skull are given here. The
numerical model is used to calculate transmission and ab-
sorption of harmonic plane waves through the skull as a
function of frequency and angle of incidence. The method
implemented is the wave-based finite element method
~WFEM!, which was used by Kausel and Roesset12 to study
the response of seismic waves in layered soils. The WFEM
method is closely related to the Direct Global Matrix~DGM!
method proposed by Schmidt and Jensen.15

1. Governing equations

Here we present the homogeneous governing equations
for an elastic solid oriented in the rectangular coordinate sys-
tem $x,y,z%. The equations apply to any of the three layers
of the skull. It is not necessary to consider the nonhomoge-
neous equations because external forcing is applied through
the boundary conditions at the interfaces between the layers.

The solid has densityr and Lame8 parametersl andm.
The motions at a particular point are given by the displace-
ment,

uÄ$u,v,w%T, ~A1!

where the components of the displacement act in the positive
$x,y,z% coordinate directions, respectively. Material damping
is included by allowingl andm to be complex.

The governing equations for an elastic solid are given by
the strain-displacement relations, the constitutive relation,
and the momentum equations. The strains are related to the
displacements by

«5Mu , ~A2!

where

«5$«xx ,«yy ,«zz,gxy ,gxz ,gyz%
T, ~A3!

and the differential operator matrix,
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M53
~ ! ,x 0 0

0 ~ ! ,y 0

0 0 ~ ! ,z

~ ! ,y ~ ! ,x 0

~ ! ,z 0 ~ ! ,x

0 ~ ! ,z ~ ! ,y

4 . ~A4!

The stresses are related to the strains by the constitutive
relation

s5C«, ~A5!

where

s5$sxx ,syy ,szz,sxy ,sxz ,syz%
T ~A6!

and

C53
l12m l l 0 0 0

l l12m l 0 0 0

l l l12m 0 0 0

0 0 0 m 0 0

0 0 0 0 m 0

0 0 0 0 0 m

4 . ~A7!

The homogeneous momentum equations are

Ns5ru,tt , ~A8!

where the differential operator matrix,

N5F ~ ! ,x 0 0 ~ ! ,y ~ ! ,z 0

0 ~ ! ,y 0 ~ ! ,x 0 ~ ! ,z

0 0 ~ ! ,z 0 ~ ! ,x ~ ! ,y

G . ~A9!

It may be shown that the momentum equations for an
elastic solid may be expressed in terms of three wave equa-
tions given by

F cd
2 0 0

0 cs
2 0

0 0 cs
2
G¹2f5f,tt , ~A10!

where

f5$f,c,x%T, ~A11!

the dilational wave speed is related to the Lame8 constants
by

cd
25

l12m

r
, ~A12!

and the shear speed is related to the Lame8 constants by

cs
25

m

r
. ~A13!

The potential functionsf, c, and x represent a dilational
wave and two shear waves, respectively. The dimensions of
f and c are length squared and the dimensions ofx are
length cubed.

The displacements are related to the potential functions
by

u5Pf, ~A14!

where the differential operator matrix,

P5F ~ ! ,x ~ ! ,y ~ ! ,xz

~ ! ,y 2~ ! ,x ~ ! ,yz

~ ! ,z 0 2~ ! ,xx2~ ! ,yy

G . ~A15!

Note that when ( ),y50, thef andx waves are excited only
by u and w displacements~but not v) and thec wave is
excited only byv displacements~but notu andw).

2. Transformed equations

For steady-state transmission problems, it is convenient
to solve for the equations of the previous section by trans-
forming them into thex andy wavenumber domains and the
frequency domain. The solution to the transformed problem
is then given by two matrix relations relating wave ampli-
tudes to displacements and also wave amplitudes to stresses.

The transform is defined by the triple Fourier transform
pair,

u5
1

~2p!3Eky52`

` E
kx52`

` E
v52`

`

ûexp~1 ikxx!

3exp~1 ikyy!exp~2 ivt !dv dkx dky

⇔û5E
y52`

` E
x52`

` E
t52`

`

uexp~2 ikxx!

3exp~2 ikyy!exp~1 ivt !dt dx dy, ~A16!

wherev is radial frequency,kx is the wavenumber compo-
nent in thex direction, andky is the wavenumber component
in the y direction.

The transform of Eq.~A10! is

„kx
21ky

22~ ! ,zz…f̂5F kd
2 0 0

0 ks
2 0

0 0 ks
2
G f̂, ~A17!

where

kd5
v

cd
and ks5

v

cs
~A18!

are the material wavenumbers for the dilational wave and the
two shear waves.

The solution to Eq.~A17! is

f̂5L1A11L2A2, ~A19!

where

A65$A6,B6,C6%, ~A20!

L15F exp~1 ihzz! 0 0

0 exp~1 ikzz! 0

0 0 exp~1 ikzz!
G ,
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L25exp~1 ihzh!

3F exp~2 ihzz! 0 0

0 exp~2 ikzz! 0

0 0 exp~2 ikzz!
G ,

~A21!

and

hz5Akd
22kx

22ky
2 and kz5Aks

22kx
22ky

2. ~A22!

Our convention is to eliminate the ambiguity introduced by
the square root function by taking the value ofhz andkz that
are either on the positive real axis or in the upper half com-
plex hz and kz wavenumber planes. In this way, the waves
with amplitudesA1 propagate energy in the positivez direc-
tion and the waves with amplitudesA2 propagate energy in
the negativez direction.

By transforming Eq.~A14! and using Eq.~A19!, we can
write the displacements as

û5$û,v̂,ŵ%T5d1L1A11d2L2A2, ~A23!

where

d65F ikx iky 7kxkz

iky 2 ikx 7kykz

6 ihz 0 ~kx
21ky

2!
G . ~A24!

Using Eq.~A5!, we can also write the surface stresses atz
equal to a constant as

ŝz5$ŝxz ,ŝyz ,ŝzz%
T5c1L1A11c2L2A2, ~A25!

where

c65F 72mkxhz 7mkykz imkx~kx
21ky

22kz
2!

72mkyhz 6mkxkz imky~kx
21ky

22kz
2!

2l~kx
21ky

2!2~l12m!hz
2 0 6 i2mkz~kx

21ky
2!
G . ~A26!

Equation~A23! and Eq.~A25! may also be used for a
fluid with zero shear after redefining

d65F ikx 0 0

iky 0 0

6 ihz 0 0
G ~A27!

and

c65F 0 0 0

0 0 0

2rv2 0 0
G . ~A28!

3. Transmission and absorption

In the previous section, we established the relationship
between wave amplitudes, displacements, and stresses for
both an individual solid or fluid layer. In this section, we
show how to calculate acoustic transmission and absorption
for the skull modeled by the six-layer system shown in a
Cartesian coordinate system$x,y,z% in Fig. 2. The system
layers are numbered from 1 to 6 proceeding from top to
bottom. The layers are separated by 5 interfaces numbered
from 1 to 5 proceeding from top to bottom. The top layer
represents the coupling fluid between the source and the
skull. The coupling fluid carries the incident and reflected
waves. The bottom layer represents the brain tissue and car-
ries the transmitted wave. The remaining layers represent the
outer skin and the ivory and marrow skull layers. The brain
tissue and the skin layer are modeled as fluids and all three
skull layers are modeled as solids. All layers are flat and
infinitely extended in thex and y directions. The top and
bottom layers are semi-infinite inz.

It is convenient to define local coordinates systems for
each layer. All local coordinate systems are simple transla-
tions of the global coordinate system~the one shown in Fig.
2! along the globalz axis. The origins of the local coordinate
systems for layer 1 and 6 are located atz50 andz5h. The
origins for the remaining layers are located at the top inter-
face defining that particular layer. When necessary, we will
refer to individual layer variables with a superscript in
braces. For example, the third layer defined by interface 3
and 4 has thicknessh(3) with interface 3 located atz(3)50
and interface 4 located atz(3)5h(3).

The incident wave is assumed to be oscillating at fixed
frequencyv and incident at such an angle that thex and y
components of the trace wavenumber are

kx5v sin~u!/c, ~A29!

and ky50. There is no loss of generality in assumingky

50 because the fluid and solid layers are isotropic and ho-
mogeneous, which makes the problem symmetric about thez
coordinate.

Our goal is to calculate the reflection coefficient,

Ar5
~A2!(1)

~A1!(1)
, ~A30!

the transmission coefficient,

At5
~A1!(6)

~A1!(1)
, ~A31!

the power transmission coefficient,

TC5AtAt* , ~A32!
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and the power absorption coefficient,

AC512ArAr* 2AtAt* . ~A33!

To solve forAr , At , TC, andAC, we must know the wave
amplitudes in layer 1 and 6 as a function of the incident
wave amplitude. Without loss of generality, we may set the
incident wave amplitude to unity. To solve for (A2)(1) and
(A1)(6), we must solve for the wave amplitudes in all of the
individual layers. There are 22 unknown wave amplitudes:
the reflected wave amplitude in layer 1, the two amplitudes
in fluid layer 2, the 6 wave amplitudes in each of layers 3, 4,
and 5, and the transmitted wave amplitude in layer 6. The 22
equations needed to solve for the 22 wave amplitudes are
given by specifying the boundary conditions at the inter-
faces. At interfaces 1, 2, and 5, there is continuity of normal
displacement, which is satisfied by setting

ŵ(1)uz(1)505ŵ(2)uz(2)50 , ŵ(2)uz(2)5h(2)5ŵ(3)uz(3)50 ,

and ~A34!

ŵ(5)uz(5)5h(5)5ŵ(6)uz(6)50 .

At interfaces 1, 2, and 5, there is continuity of normal stress,
which is satisfied by setting

ŝzz
(1)uz(1)505ŝzz

(2)uz(2)50 , ŝzz
(2)uz(2)5h(2)5ŝzz

(3)uz(3)50 ,

and ~A35!

ŝzz
(5)uz(5)5h(5)5ŝzz

(6)uz(6)50 .

At interfaces 2 and 5, there is zero shear stress on the solid
layers, which is satisfied by setting

ŝxz
(3)uz(3)5050, ŝyz

(3)uz(3)5050,
~A36!

ŝxz
(5)uz(5)5h(5)50, ŝyz

(5)uz(5)5h(5)50.

At interfaces 3 and 4, there is continuity of displacement,
which is satisfied by setting

û(3)uz(3)5h(3)5û(4)uz(4)50 and û(4)uz(4)5h(4)5û(5)uz(5)50 .
~A37!

At interfaces 3 and 4, there is continuity of stress, which is
satisfied by setting

ŝz
(3)uz(3)5h(3)5ŝz

(4)uz(4)50 and ŝz
(4)uz(4)5h(4)5ŝz

(5)uz(5)50 .
~A38!

From here, there are two methods for finding the wave
amplitudes. One method is to use Eq.~A23! and Eq.~A25! to
express Eq.~A34! through Eq.~A38! in terms of the un-

known wave amplitudes. Terms in Eq.~A34! and Eq.~A35!
that are proportional to (A2)(1)51 are source or forcing
terms. All the unknown wave amplitudes are then calculated
simultaneously by inverting a global 22 by 22 matrix. This
approach of expressing the boundary conditions in terms of
the wave amplitudes and inverting a global matrix is the
DGM method described by Schmidt and Jensen.15

The alternative method, which produces identical results
to within machine error, is the WFEM method described by
Kausel and Roesset.12 This approach differs only in the order
in which various quantities~stresses, displacements, wave
amplitudes! are determined. In this approach the layer stiff-
ness matrices, which relate the displacements at layer inter-
faces to stresses at layer interfaces, are first calculated for all
but the top layer. A global stiffness matrix is then assembled
from the layer stiffness matrices. The forcing due to the in-
cident wave is applied to the global stiffness matrix to solve
for all the interface displacements. Once these are deter-
mined the wave amplitudes are found through Eq.~A23!.

1J. Sun and K. Hynynen, ‘‘The potential of transskull ultrasound therapy
and surgery using the maximum available skull surface area,’’ J. Acoust.
Soc. Am.105, 2519–2527~1999!.

2G. Clement, J. White, and K. Hynynen, ‘‘Investigation of a large-area
phased array for focused ultrasound surgery through the skull,’’ Phys.
Med. Biol. 45, 1071–1083~2000!.

3K. Hynynen, ‘‘Focused ultrasound surgery guided by MRI,’’ Sci. Med.3,
62–71~1996!.

4F. J. Fry and J. E. Barger, ‘‘Acoustical properties of the human skull,’’ J.
Acoust. Soc. Am.63, 1576–1590~1978!.

5B. Martin and J. McElhaney, ‘‘The acoustic properties of human skull
bone,’’ J. Biomed. Mater. Res.5, 325–333~1971!.

6S. Smith, D. Phillips, O. von Ramm, and F. Thurstone, ‘‘Real time b-mode
echo-encephalography,’’ Ultrasound Med. Biol.2, 373–381~1976!.

7S. Goss, L. Frizzell, and F. Dunn, ‘‘Ultrasonic absorption and attenuation
in mammalian tissues,’’ Ultrasound Med. Biol.5, 181–186~1979!.

8D. Goldman and T. Hueter, ‘‘Tabular Data of the velocity and absorption
of high frequency sound in mammalian tissues,’’ J. Acoust. Soc. Am.28,
468–470~1967!.

9W. P. Mason and H. J. McSkimin, ‘‘Attenuation and scattering of high
frequency sound waves in metals and glasses,’’ J. Acoust. Soc. Am.19,
464–473~1947!.

10M. Junger and D. Feit,Sound, Structures, and Their Interaction,2nd ed.
~MIT Press, Cambridge, MA, 1972!.

11F. Duck, Physical Properties of Tissue~Academic, London, England,
1990!.

12E. Kausel and J. Roesset, ‘‘Stiffness matrices for layered soils,’’ Bull.
Seismol. Soc. Am.71, 1743–1761~1981!.

13K. J. Bathe, Finite Element Procedures in Engineering Analysis
~Prentice–Hall, Englewood Cliffs, NJ, 1982!.

14J. D. Achenbach,Wave Propagation in Elastic Solids~North-Holland and
Elsevier, New York, 1975!.

15H. Schmidt and F. Jensen, ‘‘A full wave solution for propagation in mul-
tilayered viscoelastic media with application to Gaussian beam reflection
at fluid–solid interfaces,’’ J. Acoust. Soc. Am.77, 813–825~1985!.

3330 J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 M. Hayner and K. Hynynen: Analysis of ultrasonic wave through skull


